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ABSTRACT: We examine the thermodynamics of the liquid−vapor interface by
direct calculation of the surface entropy, enthalpy, and free energy from extensive
molecular dynamics simulations using the two-phase thermodynamics (2PT)
method. Results for water, acetonitrile, cyclohexane, dimethyl sulfoxide, hexanol,
N-methyl acetamide, and toluene are presented. We validate our approach by
predicting the interfacial surface tensions (IFTexcess surface free energy per unit
area) in excellent agreement with the mechanical calculations using Kirkwood−Buff
theory. Additionally, we evaluate the temperature dependence of the IFT of water as
described by the TIP4P/2005, SPC/Ew, TIP3P, and mW classical water models. We
find that the TIP4P/2005 and SPC/Ew water models do a reasonable job of
describing the interfacial thermodynamics; however, the TIP3P and mW are quite
poor. We find that the underprediction of the experimental IFT at 298 K by these
water models results from understructured surface molecules whose binding energies
are too weak. Finally, we performed depth profiles of the interfacial thermodynamics
which revealed long tails that extend far into what would be considered bulk from standard Gibbs theory. In fact, we find a
nonmonotonic interfacial free energy profile for water, a unique feature that could have important consequences for the
absorption of ions and other small molecules.

1. INTRODUCTION

Quantifying the interfacial properties of liquids is critical for
understanding physical phenomena ranging from solvation of
biomolecules to cloud formation,1 and even industrial separa-
tions and oil recovery.2 Yet for even the most basic air−water
interface, questions about the orientation of interfacial water
molecules,3−7 the surface potential,8−10 and the propensity and
population of interfacial ions11,12 are still subject to debate. We
are interested in obtaining an atomic level understanding of the
thermodynamics of water and other common liquids,13−15 with
the ultimate aim of quantifying the role of entropy in
biomolecular and electrochemical processes.16−19 To this end,
we report here the thermodynamics at the liquid−vapor
interface, with primary focus on the interfacial surface tension
(IFT).
Consider an air−liquid interface at thermodynamic equili-

brium. The IFT γ is defined as the free energy required to
increase the surface area A by 1 unit, at constant temperature T,
pressure P, and number of molecules N.:
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According to the Gibbs−Helmholtz relation (G = A + PV) and
the Helmholtz expression of free energy (A = U − TS), we can
rewrite eq 1 in terms of contributions from the surface enthalpy20

(H) and entropy (S):
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where hex and sex are the molar excess surface enthalpy and
entropy, respectively.
Using standard molecular dynamics (MD) simulations, the

surface enthalpy can be obtained simply as the potential energy
difference between a bulk (three-dimensional (3D) periodic)
and slab (2D periodic) geometry of the same system, corrected
for any differential volume, heat capacity, and quantized
vibrational effects. However, eq 2 is seldom, if ever, used to
evaluate the IFT due to the enormous computational cost
required to obtain the entropy using standard techniques such as
thermodynamic integration (TI) or free energy perturbation
theory (FEP). Rather, various indirect methods have been
developed, including recent examples based on area sam-
pling,21−24 volume sampling,25 and capillary waves.26 However
by far the most popular indirect method is based on the rigorous
statistical mechanical formulism first proposed by Tolman27 and
later developed more fully by Kirkwood and Buff (KB):28
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where p⊥ is the component of the stress tensor perpendicular to
the surface (z-axis in our coordinate system), while p||a and p||b are
the parallel (x- and y-axis) components. The great idea behind
this KB method is that, in the bulk liquid, the parallel and
perpendicular stress components are equal and cancel, while, at
or near the interface, 2p⊥ > p||. Thus eq 3 allows the IFT to be
obtained from MD simulations by a simple integration of the
components of the pressure. Originally developed for treating
simple Lennard-Jonesian systems, the KBmethod has since been
applied successfully to calculate the IFT of a vast number of
complex molecular systems, including surfactants at water−oil
interfaces,29 and to several studies of pure water, mostly
described by classical force fields.22,26,30−40

While the KB method is in principle exact, it does not provide
direct insights into how differential molecular motions (surface
entropy) and nonbond interactions (surface enthalpy) inform
interfacial stability, insights that are critical for unravelling several
unsolved mysteries.41 With this in mind, we describe here a
scheme for predicting the IFT from direct estimation of the
surface energies. Our approach is based on the two-phase
thermodynamics method (2PT) of Lin et al.,42,43 where the
absolute thermodynamics of a system is obtained from the
correlations in the atomic velocities. We show that, with a minor
modification, the 2PT method, originally developed for
obtaining the thermodynamics of bulk, condensed phase
systems, is equally valid for estimating the thermodynamics of
2D slab geometries. Due to the intense interest in water, we focus
most of our discussion on the air−water interface, as described by
the popular rigid SPC/Ew44 and TIP4P/200545 water models.
We also demonstrate the generality of our approach by
predicting the IFT and examining the interfacial thermody-
namics of six other common, organic solvents.
The remainder of this work is organized as follows. Section 2

presents a brief overview of the simulationmethodology and 2PT
method, and in section 3 we present and discuss our results,
which are summarized in section 4.

2. THEORETICAL BACKGROUND AND
COMPUTATIONAL METHODS
2.a. Two-Phase Thermodynamics Method of Estimat-

ing the Thermodynamics of Condensed Phase Systems.
The details of the 2PT method have been presented else-
where,42,43 but we include a brief summary here. The 2PT
method belongs to a broad class of approaches for obtaining the
absolute thermodynamics of a system by integrating the density
of states (DoS) function (also known as the spectral velocity or

the power spectrum) with the quantum harmonic oscillator
weighting function:46
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The only difficulty with using eq 4 is that it produces a singularity
at DoS(0); i.e., the DoS evaluated at v = 0 frequency. In solids,
DoS(0) = 0, and the above approach is valid. However since
DoS(0) is proportional to the self-diffusion constant,47 which is
always greater than zero for a liquid, this approach cannot be
applied straightforwardly. Therefore, the unique feature of the
2PT method is to partition the total DoS into two components:

= × + −f fDoS DoS (1 )DoStotal gas solid
(5)

where (1) DoSgas is a gas-like component which satisfies the
condition that DoS(0) = DoSgas(0) and whose thermodynamics
is accurately obtained from the Carhanan−Starling equation of
state for a warm dense fluid48 or, more recently, from a memory
function49 and (2) DoSsolid is a solid-like component with
DoSsolid(0) = 0, thereby circumventing the singularity in eq 4.
This idea of describing water as a superposition of a gas and

solid phase can be traced back to an original proposition of
Eyring and Ree.50 All that remains is to obtain f, the partition
constant, which is expressed as the ratio of the self-diffusion
constant of the system (or of the part of the system of interest) to
that of a gas of the hard spheres, whose diffusion constant at the
same temperature and density is obtained from Chapman−
Enskog theory.46

One obvious advantage of the DoS-based approaches, such as
2PT, is the inherent efficiency due to the use of short MD
trajectories. Indeed, previous studies have shown the 2PT
method accurate in predicting the entropy of comparable
accuracy to much more computationally demanding TI and
FEP calculations.13,51−53 Additionally, a unique feature of the
2PT method is that the absolute thermodynamics of arbitrary
systems containing solids, liquids, and/or gases can be obtained
from a single, equilibrated MD trajectory, without the need to
either define a “reaction coordinate” (TI) or introduce additional
perturbations into the system (FEP). To this end, several
studies54−60 have utilized the 2PT method to elucidate the
thermodynamics of complex biological and inorganic systems. A
third very important advantage is that all of the properties are
ultimately sums over atomic properties, which means that we can
examine the thermodynamics of individual molecules in a
system.

Table 1. Description of Liquid Systems Considered in This Studya

ρ (g/cm3) at 298 Kb slab simul param

liquid FF no. of mol ⟨vol⟩ (Å3) calc (this work) exptc syst dimens G-vector K-space grid

water SPC/Ew 1728 52068.5 0.992 0.998 36.9 × 36.9 × 136.9 0.291 30 × 30 × 160
TIP3P 1728 48896.2 1.057 0.998 34.7 × 34.7 × 134.7 0.29 30 × 30 × 160
TIP4P/ 2005 1728 52383.4 0.986 0.998 37.2 × 37.2 × 137.2 0.302 36 × 36 × 180
mW 1728 51813.4 0.997 0.998 36.7 × 36.7 × 136.7

acetonitrile OPLS/ AA-L 512 48154.4 0.725 0.786 36.8 × 36.8 × 136.8 0.254 30 × 30 × 205
cyclohexane OPLS/ AA-L 180 33327.8 0.755 0.779 32.2 × 32.2 × 132.2 0.22 15 × 15 × 125
hexanol OPLS/ AA-L 160 33717.8 0.805 0.813 32.5 × 32.5 × 132.5 0.247 24 × 24 × 165
DMSO OPLS/ AA-L 320 37675.9 1.102 1.100 33.6 × 33.6 × 133.6 0.244 24 × 24 × 160
NMA OPLS/ AA-L 256 32437.2 0.958 0.957 32.0 × 32.0 × 132.0 0.253 25 × 25 × 185
toluene OPLS/ AA-L 200 35723.3 0.857 0.866 33.1 × 33.1 × 133.1 0.225 18 × 18 × 120

aThe force fields (FF) used are indicated. The average volume and density are taken from statistical averaging of the last 1 ns of a 2 ns NPT bulk
simulation. bρ = bulk density. cFrom NIST Chemistry Webbook.84
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2.b. Extending the 2PT Method for Systems with Open
Boundaries. The f factor in eq 5 is obtained self-consistently
during the MD simulation from the average density of the
system, which is trivially obtained from the cell volume in a
periodic, bulk simulation. However, slab geometries, such as the
liquid−vapor interface, have open boundaries, so we define an
effective volume by first fitting the density profile ρ to a
hyperbolic function:

ρ
δ
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for the top (+) and bottom (−) surfaces, where a is a parameter
related to half the bulk density, zG is the location of the “Gibbs
dividing surface”, and δ is a parameter related to the interfacial
thickness. Integration of eq 6 then produces the effective slab
volume (Vslab):
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2.c. Molecular Dynamics Simulation Methodology.We
considered the interfacial thermodynamics of water, as described
by the SPC/Ew,44 TIP3P,61 TIP4P/2005,45 and mW62 water
models, as well as acetonitrile, cyclohexane, hexanol, dimethyl
sulfoxide (DMSO), N-methyl acetamide (NMA), and toluene,
all described with the OPLS AA/L63,64 force-field field (Table 1).
All simulations were performed using the LAMMPS65 MD
simulation engine. Bonds containing hydrogens and the H−O−

H angles of the water molecules were constrained using the
SHAKE66 algorithm with a tolerance of 10−5.
For each liquid, we performed a bulk simulation starting with a

structure packed to minimize the interaction energy by applying
the continuous configurational Boltzmann biased (CCBB)
Monte Carlo (MC) method.67,68 We then equilibrated the
liquid using our standard procedure:14 after an initial conjugate
gradient energyminimization to a root mean square (RMS) force
of 10−5 kcal/(mol/Å), we heated the system from 0 K to the
desired temperature over 100 ps in the constant volume,
constant temperature (canonical or NVT) ensemble with a
Langevin thermostat. The temperature damping constant was
0.1 ps, and the simulation time step was 1.0 fs. Long-range
Coulombic interactions were calculated using the particle−
particle particle−mesh (PPPM) method69 (with a precision of
10−5 kcal/mol), while the van derWaals (vdW) interactions were
computed with a cubic spline (inner cutoff of 11 Å and an outer
cutoff of 12 Å). We used the spline to guarantee that the energies
and forces go smoothly to zero at the outer cutoff, thereby
preventing discontinuities. We tested the effect of the cutoff
parameters by computing the potential energy of the box of
acetonitrile molecules with cutoffs ranging from 8 to 20 Å and
found convergence to the limiting value of −37.9 kJ/(mol/
molecule) at 10 Å (Supporting Information Figure S1).
After initial equilibration, we performed a 1 ns simulation

within the constant pressure (1 bar), constant temperature
(isothermal-isobaric, or NPT) ensemble. The temperature
damping constant was 0.1 ps while the pressure piston damping
constant was 2.0 ps. The equations of motion used were those of
Shinoda et al.,70 which combine the hydrostatic equations of
Martyna et al.71 with the strain energy proposed by Parrinello

Figure 1. (a) Snapshot of the air−water simulation cell showing 1728 equilibrated TIP4P/2005 water molecules. The dimension of the cell are Lx = Ly =
3.7 nm, Lz = 13.7 nm. There is 10 nm of vacuum in the z direction. Note that the surface is not flat; it fluctuates significantly due to capillary effects. (b)
Interfacial surface tension (IFT) calculated using Kirkwood−Buff theory of water described by the mW (red line), TIP4P/2005 (blue line), SPC/Ew
(pink line), and TIP3P (green line) as a function of time. The vertical dashed line at 1 ns indicates the point of convergence. (c) IFT of water as
calculated using the 2PTmethod as a function of time. The color schemes for the various water models are the same as before. The convergence point is
∼0.5 ns.
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and Rahman.72 The time integration schemes closely follow the
time-reversible measure-preserving Verlet integrators derived by
Tuckerman et al.73 Production dynamics were then run for a
further 2.5 ns in the NPT ensemble. We saved a restart file
(simulation cell parameters, thermostat and barostat parameters,
and atomic coordinates and velocities) every 100 ps.
Starting from the equilibrated bulk coordinates and velocities,

we then performed a slab calculation for each liquid. We first
inflated the z-dimension of the simulation cell by 10 nm and
centered the liquid slab within the cell, thus allowing 5 ns of
vacuum at each surface (Figure 1a). The top and bottom of the
simulation box were bounded by a purely repulsive wall. After
initial heating, we performed a 2D-NVT simulation for 4 ns. In all
cases, the slab was found to be stable over the entire MD
simulation; significant evaporation was only observed for liquid
water near the boiling point. All simulation parameters were the
same as the bulk simulations, and application of the 2D PPPM
method resulted in G-vectors and K-space grids tabulated in
Table 1. In order to remove spurious interactions between the
two surfaces, we employed the 2D slab corrections of Yeh and
Berkowitz74 with a further 2.0 z factor. During the last 2 ns of
dynamics, we saved a restart file every 100 ps.
2.d. Calculation of the Interfacial Surface Tension

Using the 2PT method. For each of the 3D bulk and 2D slab
restart files, we ran an additional 20 ps NVT simulation, saving
the atomic velocities and coordinates every 4 fs. The absolute
entropy, quantum-corrected enthalpy, and Helmholtz free
energy were obtained by post-trajectory analysis using an in-
house code that implements the 2PT method. The IFT was
calculated according to eqn. (1) as:

γ = =
−

c c
G GSE

SA SA
2PT slab bulk

(8)

where c = 166.03 is the conversion factor to go from kJ/(mol/A2)
to dynes per centimeter, and SE is the surface energy, calculated
as the free energy difference between the Nmol bulk and slab
waters. The surface area, SA, was taken as the 2 times the cell Lx×
Ly area (the factor of 2 accounting for both surfaces). We
obtained a depth profile of the thermodynamics as a function of
the distance from the surface by discretizing the average z
component of the center of mass of each molecule (over the 20
ps of MD) on a cubic grid. The grid length was chosen to be the
minimum required so that the density at the center of the slab
equaled the bulk density. We found that grid lengths of ∼2 Å
generally led to good results. The thermodynamics of the
molecules at each grid point were then grouped and averaged.
2.e. Interfacial Surface Tension Calculations from KB

Method. The equilibrated atomic coordinates and velocities of
each slab were used as input for an additional 10 ns NVT
simulation. Snapshots of the system (coordinates, velocities, and
the six-component pressure tensor) were saved every 100 fs, and
the IFT was calculated from eq 3 by integrating the cumulative
pressure tensor in 0.1 Å slabs along the z-axis. Statistical
averaging and uncertainties were estimated from partitioning the
10 ns simulation into five blocks (each 2 ns long).

3. RESULTS AND DISCUSSION
3.a. Comparison of KB and 2PT IFT at Room Temper-

ature. Table 2 compares the IFT calculated using the 2PT and
KB methods. We find very good agreement between the two
approaches for all 10 liquids, with a 98% correlation coefficient
(Supporting Information Figure S2), a mean absolute error of 1.9
dyn/cm, and an unsigned error of 2.1 dyn/cm (∼5%). Overall,

the 2PTmethod underestimates the IFT by∼1.5 dyn/cm (∼3%)
compared to KB theory. The largest discrepancy occurred for
DMSO (−5.5 dyn/cm or ∼11%) and toluene (−3.7 dyn/cm or
∼15%). The agreement between the two approaches improves
significantly if we only consider the four water models: the 2PT
method is found to be within 0.2 dyn/cm of KB theory (∼0.3%).
One possible source of error is the reported underestimation

of the entropy by the 2PT method,43,52 although this effect
should be mitigated by cancellation of errors in the bulk and slab
entropies. More likely, our assumption of a planar interface,
where the surface area is taken to be the Lx × Ly cell dimensions,
introduces some errors. The liquid−vapor interface is distinctly
not planar, but rather is characterized by significant density
fluctuations75−79 at room temperature. These fluctuations would
increase the surface area and so decrease the surface tension.
However, this does not explain the underestimation of the IFT in
the case of the larger organic liquids. For these systems, it is
possible that the calculated thermodynamics are not converged
on the 20 ps time scale used to evaluate the thermodynamics.
The 2PT method relies on short trajectories to evaluate the
thermodynamics, and one may reasonably wonder if a 20 ps
trajectory is sufficient to properly sample the soft (lower
frequency) modes of thesemore complex liquids. As a test case to
check the effect of trajectory sampling length on the calculated
IFT, we considered hexanol, where the IFT predicted by our 2PT
approach is 15.1 ± 2.1 dyn/cm using a 20 ps trajectory window,
about 23% less than the KB value of 18.7 ± 0.8 dyn/cm. By
increasing the trajectory sampling window length to 25, 50, and
100 ps, we find that the 2PT-IFT increases to 15.9, 16.7, and 17.1
dyn/cm, respectively. In fact, using 40 ps instead of 20 ps
trajectories reduces the average 2PT-IFT error from 5% to 2%,
confirming our hypothesis.

3.b. Comparison to Other Published Results for Water
at 298 K. Even for the same water model, the KB-IFT values
reported in the literature show significant variation depending on
the simulation methodology (cutoffs, treatment of long-range
electrostatics, and so on), making it difficult to place our results in
the proper context. For example, previous studies26,80 have
demonstrated that the calculated IFT is strongly dependent on
the treatment of long-range electrostatics.24,75 Consistent with
these studies, we find that our KB-IFT results using the SPC/Ew
water model and the PPPM scheme is in very good agreement
with the analogous particle mesh Ewald results of Vega and de

Table 2. Comparison of Experimental and Calculated
Interfacial Surface Tension (IFT, dyn/cm) of the Liquids at
298 Ka

γKB γ2PT

γexptb av std dev av std dev

TIP4P/2005 71.9 63.5 0.5 64.4 0.7
mW 71.9 65.3 0.4 66.9 0.6
SPC/Ew 71.9 57.4 0.4 55.8 0.7
TIP3P 71.9 52.8 0.4 52.6 1.0
acetonitrile 28.7 9.6 0.8 10.2 0.7
cyclohexane 24.2 17.0 0.7 14.2 0.4
dmso 42.9 50.1 0.7 44.6 1.3
hexanol 23.8 18.7 0.8 15.1 2.1
nma 31.0 39.0 0.9 38.1 2.5
toluene 27.7 23.9 0.5 20.2 0.4

aThe calculated IFT using the Kirkwood−Buff (KB) and two phase
thermodynamics (2PT) methods are presented. bExperimental values
from ref 82.
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Miguel22 and Chen and Smith,39 but is ∼6% greater than the
Ewald results of Ismail et al.26 Other studies have suggested that
the calculated IFT should be augmented by tail corrections,26

presumably to account for the dispersion contributions to the
pressure beyond the van der Waals cutoff. In order to investigate
this effect, we calculated the IFT while varying the vdW cutoffs of
the TIP4P/2005 water model from 0.8 to 2.0 nm (Supporting
Information Figure S3). We find that, for both approaches, the
IFT increases with increasing cutoff and asymptotically converge
to 66.9 and 67.3 dyn/cm for the KB and 2PT methods,
respectively. This translates to an effective tail correction of 2.3
and 2.9 dyn/cm, respectively, somewhat less than the 4.1 dyn/cm
tail correction suggested by Vega and de Miguel.22 A 2 nm van
der Waals cutoff would increase our simulation time by ∼50%,
however, so we consider the 1.2 nm cutoff a good compromise
between speed and accuracy.
3.c. Efficiency of the 2PT/KB Method for Evaluating

Surface Tension of Water. For a homogeneous liquid, whose
potential energy surface might be characterized by many low-
lying, quasi-degenerate local minima, it is necessary to sample
many short trajectories in order to fully characterize the system
thermodynamics using the 2PT method. This leads naturally to
the following questions: (1) how many independent trajectories
are necessary to obtain converged IFTs and (2) how does the
convergence time compare to the KB method? As shown in
Figure 1b, the KB-IFT of water takes at least 1 ns to converge, or
in the case of the TIP4P/2005 water model, as long as 1.5 ns.
This calls into question reported results using only 300 ps
trajectories.80 We find that the KB-IFT of the coarse grained,
charge-less mWwater model converges faster (∼0.6 ns) than any
of the atomistic, point charge water models, possibly indicating
that Friedel-like oscillations81 in the long-range electrostatics are
responsible for the longer convergence times.
In contrast, we find that the 2PT-IFT of water converges

within ∼0.5 ns, making it 2−3 times faster than KB. The

convergence time for the pressure is expected to be longer than
the thermodynamics (entropy) since the pressure is particularly
sensitive to fluctuations at the interface and hence to capillary
waves. On the other hand, the 2PT entropy is based on the DoS,
which converges on the time scale of <100 ps due to frequent
molecular collisions. The 2PT convergence time is consistent
with previous results on bulk liquids,14 suggesting that the
thermodynamics, and particularly the entropy, of water in a slab
geometry converges on a time scale similar to the bulk.

3.d. Comparison to Experimental IFT of Water. Using a
vdW cutoff of 1.2 nm, we find that all four water models
underestimate the experimental IFT of water, 71.9 dyn/cm82

(Table 2). The coarse grained mWwater model (65.3± 0.4 dyn/
cm for KB and 66.9 ± 0.6 dyn/cm for 2PT) shows the closest
agreement to experiment, consistent with the findings of another
study,83 while the TIP3P water model (underestimated by
∼27%) shows the worst agreement. The popular SPC/Ew and
TIP4P/2005 water models are found to underestimate the IFT
by ∼20% and ∼10%, respectively. A natural question is, what is
the thermodynamic basis for the underestimation of the
experimental IFT by these popular water models? An advantage
of the 2PT-based approach is that we can attempt to answer this
question by considering separately the enthalpic and entropic
contributions to the IFT and indeed the contributions to the
waters in various layers. According to the definition of the IFT in
eq 1, we know that any errors in the calculated IFT must arise
from either an incorrect thermodynamic description of the bulk
liquid, the interface, or both. We first consider the bulk liquid.
The experimental molar entropy, S°, of water under standard

conditions (298 K and 1 atm) is 69.9 J/(mol/K),84 the standard
molar enthalpy,H°, is−34.1 kJ/mol, and the standard molar free
energy, G°, is −54.9 kJ/mol. Experimentally, the molar entropy
can be obtained from an integration of the specific heat capacity,
while the enthalpy can be obtained by subtracting the enthalpy of

Table 3. Bulk, Absolute Molar Free Energy (G°, kJ/mol), Enthalpy (H°, kJ/mol), and Entropy (S°, J/(mol/K)), Specific (Excess)
Enthalpy (Hex, kJ/km

2) and Entropy (Sex, J/(K/km
2)), and the Heat of Vaporization ΔHvap (kJ/mol) of Water and Various

Common Solvents at 298 K As Calculated by the 2PT Method Compared to Experiment

bulk energy specific surface energy

G°liq H°liq S°liq Hex (kJ/km
2) Sex [J/(K/km

2)]

av std dev av std dev av std dev ΔHvap av std dev av std dev

TIP4P/2005 −54.9 0.1 −37.5 0.1 58.4 0.2 45.6 107.5 2.9 144.7 2.9
mW −53.4 0.1 −35.9 0.1 58.7 0.1 44.6 87.3 0.7 51.4 1.4
SPC/Ew −54.7 0.1 −36.5 0.1 61 0.2 45 103.4 3.1 158.3 4.4
TIP3P −54.1 0.1 −33.1 0.1 72.1 0.2 42.6 104.5 3.5 174.2 4.3
expt −54.9 −34.1a 69.9b 44 117.8 154.1
acetonitrile −58.3 0.2 −16.3 0.3 140.7 1.3 35.7 72.7 2.4 209.6 3.1
exptc −65.8 0.3 −21 0.3 149.6 0.1 32.9 66 126
cyclohexane 52.2 0.3 108.9 0.5 190.3 1.5 29.2 79 0.5 217.3 5.1
expt −76.1 0.2 −15.5 0.4 203.5 1.3 33 59 116.7
DMSO −17.4 0.2 31 0.3 162.5 1.1 48.8 104.3 1.7 200 3.8
-Expt. 188.8 0.3 52.9 76.9 114.4
hexanol 7.6 0.6 77 0.9 232.9 2.3 52.6 61.9 1.6 157 4.2
expt −55.3 1.7 31.8 2.5 287.4 1.4 61.6 47.6 80
NMA −33.5 0.3 −1.2 0.3 176.2 1.3 55.2 96.1 0.8 194.5 1.6
expt 38.5 5.8 59.8 68 124.2
toluene 11.3 0.3 69.8 0.5 196.3 2 39.6 85.9 0.9 220.6 6.9
expt −45.7 0.5 20 0.3 220.5 0.9 38 63.3 118.9

aH° is obtained from ΔH in ref 85 by H° = ΔH − (3RT + PV) which is the work to bring a single molecule in the gas phase into the liquid.
bReference 84. cExpermental G° and S° from NIST/TRC Web thermotables,96 H° is obtained from ΔHvap by H° = ΔHvap − (HIG + PV), where
ΔHvap is the heat of vaporization and HIG is enthalpy of an ideal gas, obtained from the integral of the specific heat capacity.
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an ideal gas from the heat of vaporization, ΔHvap (the
experimental value at 298 K is −44 kJ/mol85):

° = Δ − +H H RT PV(3 )vap (9)

Our results indicate that all four water models predict G° to
within 0.7 kJ/mol, or ∼1% (Table 3), with the TIP4P/2005
(−54.9 ± 0.1 kJ/mol) and SPC/Ew (−54.7 ± 0.1 kJ/mol) being
especially accurate. However, the accuracy in predicting the bulk
liquid free energy results from a cancellation of errors between
the underpredicted entropy and the overpredicted enthalpy.13

Further, even though the enthalpy is overpredicted, ΔHvap is
found to be in excellent agreement with experiment (Table 3),
which is not surprising given that ΔHvap is commonly used as a
fitting parameter when developing the water model. Our results
clearly show, however, that fitting to ΔHvap is not sufficient and
should not be taken as evidence that the water model
concurrently describes the bulk and vapor phase enthalpies
correctly.
The accuracy in predicting the bulk free energies thus suggests

that the underprediction of the water IFT arises from an
incorrect thermodynamics description of the interface. When
investigating interfacial thermodynamics, we find it more
convenient to consider the specific (excess) enthalpy, ΔHex,
and entropy, ΔSex:

Δ = Δ Δ = ΔH A h S A s,ex ex ex ex (10)

where hex and sex are molar quantities defined in eq 2 and A is the
surface area. Physically, the specific surface enthalpy is a measure
of the two-body nonbonded interactions at the interface: an
underestimation indicates that surface interactions are too
repulsive; i.e., the interactions between the surface molecules
are not strong enough. Alternatively, the specific surface entropy
is a measure of the many-body correlated motions at the
interface: an underestimation indicates overstructuring of the
surface molecules. The reason for considering the excess surface
energies is that they can be directly compared to experimental
measurements. If we consider small changes in the temperature,
the surface enthalpy is constant and

γ∂
∂

=
∂
∂

− ∂
∂
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ex
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(11)

Using the surface tension results from the International
Association for the Properties of Water and Steam (IAPWS)
tables,86 we calculate ΔSex = 154.1 J/(K/m2) at 298 K, which,
when considering the IFT at 298 K of 71.9 kJ/m2 (dyn/cm),
means that ΔHex = 117.8 kJ/m2.
As shown in Table 3, all four water models underestimate the

excess surface enthalpy compared to experiment; however, there
are significant variations in the excess surface entropy. First, we
find that the mW water model significantly underestimates both
the excess surface enthalpy (−26%) and the excess surface
entropy (−67%). Thus the good agreement to the experimental
excess surface free energy (IFT) results from a large cancellation
of errors. On the other hand, the TIP3P water model
underestimates the excess surface enthalpy (−12%) but
overestimates the excess surface entropy (+13%), resulting in
an IFT that is significantly too low. The TIP4P/2005 water
model greatly improves on the performance of the TIP3P water
model: the errors in the excess surface enthalpy (−8%) and
entropy (−6%) both decrease and perhaps more importantly,
compensate each other. The net result is that the IFT is in very
good agreement with experiment. Finally, the excess surface

enthalpy of the SPC/Ew water model is in excellent agreement
with experiments (overestimated by∼2.3%, within the error bars
of our calculations), which means that the underestimation of the
experimental IFT is almost purely due to a 13% underestimation
of the excess surface enthalpy.
In addition to establishing the thermodynamic basis for the

underestimation of the experimental IFT, our results suggest new
metrics to consider when selecting a water model suitable for
describing interfacial properties. First, it is clear that the TIP3P
water model is particularly poor at describing the air−water
interface: the interfacial water molecules are both not cohesive
enough (the excess surface enthalpy is too low) and over-
structured. Introduction of an off-center site for the oxygen
charge and optimization of the partial atomic charge and oxygen
van der Waals terms, as was done for the TIP4P/2005 water
model, greatly improves the description. However, our results
indicate that the use of an off-centered charge site may not be
essential, since the SPC/Ew, a three-site water model, is
particularly good at describing the surface entropy. More
sophisticated water models introduce additional terms, such as
atomic polarization, which have been shown to improve the
agreement to the experimental IFT.87 This could indicate an
improvement in describing the interactions of the surface
molecules. However, these corrections would need to be
evaluated within the context of the surface enthalpy and entropy
to ensure that the observed improvements in the surface tension
is not the result of cancellation of errors.

3.e. Comparison to the Experimental IFT of Other
Liquids at 298 K. In Table 2, we compare the IFTs of the six
other organic liquids to experiment. These liquids can be
grouped into three main groups depending on their dielectric
constants, miscibility in water, and ability to participate in
hydrogen bonding:14 (1) polar protic liquids with high dielectric
constants that form hydrogen bonds with water, N-methyl
acetamide (NMA) and hexanol; (2) polar aprotic liquids with
medium dielectric constants that do not form hydrogen bonds
with water, acetonitrile (H3C-CN) and dimethyl sulfoxide
(DMSO); and (3) nonpolar liquids with low dielectric constant
that are insoluble in water, cyclohexane and toluene.
We find that the OPLS/AA force field predicts IFTs in

reasonable agreement with experiment, with an average error of
∼6 dyn/cm, except for acetonitrile, where the experimental IFT
of 28.7 dyn/cm is significantly underestimated by both KB (9.6±
0.8 dyn/cm) and 2PT (10.2 ± 0.7 dyn/cm) (Supporting
Information Figure S4). Another study88 has also shown that the
OPLS/AA force field underestimates the IFT of this liquid.
Further, and in contrast to our results for water, thermodynamic
analysis indicates that the errors in the calculated IFT results
from overestimation of the excess surface entropy (Table 3).
Indeed, in the case of acetonitrile, the experimental bulk entropy,
enthalpy, and heat of vaporization are found to be well
reproduced by the OPLS/AA force field, and the calculated
excess surface enthalpy of 72.7 kJ/m2 is in reasonable agreement
with the experimental value of 66.0 kJ/m2. However, the
calculated excess surface entropy of 209.6 kJ/m2 is more than
66% greater than experiment, indicative of surface molecules that
are understructured (too disordered).
Another interesting case is toluene, where the calculated 2PT-

IFT of 20.2 ± 0.4 dyn/cm (23.9 ± 0.5 dyn/cm from KB theory)
is in reasonable agreement with the experimental value of 27.7
dyn/cm. However, this agreement obscures the fact that the
excess surface entropy is overestimated by 101.7 kJ/m2 (∼85%),
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while the excess surface enthalpy is also overestimated by 22.6
kJ/m2 (∼36%).
Overall, we find that the excess surface entropy of all six liquids

is overestimated by ∼77% on average, suggesting a fundamental
limitation of the OPLS/AA for describing the vapor−liquid

interface. The lack of polarization and/or charge rearrangement
inherent in this fixed charge force field appears to affect both the
cohesiveness of the surface molecules and their relative
intermolecular motions, resulting in surface molecules that do
not attract each other enough and are too disordered.

Figure 2. Surface tension of water, calculated using the Kirkwood−Buff (blue squares) and 2PT (brown circles) methods as a function of temperature
from 240 to 375 K. Solid lines of the same color as the symbols are included to guide the eyes. The statistical uncertainty (standard deviation 1σ) is
indicated by vertical error bars. The experimental data (refs 85 and 87; black dashed line) are included for comparison. Results for the (a) TIP4/2005,
(b) mW, (c) SPC/Ew, and (d) TIP3P water models are shown.

Figure 3. Thermodynamics [(a) G°, (b) H°; and (c) S°] of bulk water with temperature as described by the TIP4P/2005 (blue squares), mW (green
circles), SPC/Ew (red down-triangles), and TIP3P (blue up-triangle) water models. Experimental values from 273 to 375 K obtained by subtracting off
the respective ideal gas phase values at the liquid density from the experimental enthalpies and entropies of vaporization (data taken from ref 45).
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3.f. Temperature Dependence of the Surface Tension
of Water. The importance of accurately predicting the excess
surface entropy at 298 K extends beyond properly describing the
interfacial structure at the standard temperature. In fact, the
excess surface entropy at 298 K is a measure of accuracy in
predicting the temperature dependence of the surface tension.
Consider, for example, the SPC/Ew water model where we show
the calculated IFT as a function of temperature (from 240 to 375
K) in Figure 2c. Although the absolute IFT is consistently
underestimated, we find excellent agreement with experiments in

the slope of the IFT. Further analysis reveals that the bulk free
energy (Figure 3a) and excess surface entropy (Figure 4a) are in
excellent agreement with experiment, while the bulk enthalpy
(Figure 3b) and entropy (Figure 3c) are both underestimated
(and compensate each other) over the temperature range.
Additionally, and consistent with expectations, we find that the
excess surface enthalpy is nearly constant over the temperature
range (Figure 4b). Similar results were found for the TIP4P/
2005 water model, which also predicts the excess surface tension
at 298 K in good agreement with experiment. On the other hand,

Figure 4. Specific surface thermodynamics (excess thermodynamics per unit area) of water from 240 to 375 K. The experimental results (black lines) are
compared to calculated results using the TIP4/2005 (blue squares), mW (green circles), SPC/Ew (red down triangle), and TIP3P (dark blue up
triangle) water models. (a) Specific surface entropy, Sex [J/(K/km

2)]. The experimental values are obtained from the slope of the surface tension,
assuming that the specific surface enthalpy is temperature independent. (b) Specific surface enthalpy, Hex (kJ/km

2).

Figure 5. (a) Density profile, ρ, for a slab of 1728 TIP4P/2005 water molecules at 298 K. The density defined [90,10] interfacial thickness (3.7 Å)
obtained from fitting a hyperbolic function in eq 6 is indicated by the dashed red lines. (b) S° profile calculated using the 2PT method. The red dashed
vertical lines represent the interfacial thickness in a. The vertical blue line denotes the distance of 90% of the bulk free energy. The free energy defined
interfacial thickness (7.2 Å) is indicated as the difference between the vertical solid blue and red lines. (c) G° profile calculated using the 2PT method.
The bulk free energy (−54.9 kJ/mol) is indicated by the black horizontal dashed line. The color schemes of the dashed lines are the same as those in b.
(d) H° profile calculated using the 2PT method.
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although the mW water model predicts the IFT in excellent
agreement with experiment at room temperature, it shows
particularly poor agreement at other temperatures, as expected
from the poor prediction of the excess surface entropy at 298 K.
In order to better quantify the temperature dependence of the

surface tension of water, we note that, experimentally, the IFT
from 273 to 373 K shows a slight quadratic decrease in the surface
tension of water with temperature:86,89−93

γ = − −A Bt Ctt
2

(12)

where A = 74.86−77.27 dyn/cm, B = 0.0913−1.595 dyn/(cm/
K), and C = (0.1072−0.3986)× 10−3 dyn/(cm/T2). Applying eq
12 to our results for the SPC/Ewwater model leads toA = 100.37
dyn/cm, B = 0.152 dyn/(cm/K), and C = 0.136 × 10−3 dyn/
(cm/T2) using the KB method and A = 105.87 dyn/cm, B =
0.156 dyn/(cm/K), and C = 0.2660 × 10−3 dyn/(cm/T2) using
the 2PT method. Alternatively, the temperature dependence of
the surface tension of water can be predicted from the van der
Waals equation for surface tension of liquids:

γ τ= AT
n

(13)

where τ = 1 − T/Tc, A is an energy constant, and n is 1.25 for
most liquids. Vargaftik et al. fitted the water surface tension
values from the IAPWS tables86 and came up with a modified
expression that better fit the data:

γ τ τ= +μA b(1 )T (14)

where A = 235.8 dyn/cm, Tc = 647.1 K, μ = 1.256, and b =
−0.625. An intriguing aspect of eq 14 is that it predicts an
inflection point (Ti) in the surface tension of water:
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Applying the values obtained from eq 12 to eq 15, we obtain Ti =
530 K experimentally, Ti = 971 K (Tc = 615 K, μ = 0.2519, b =
−1.028) for the SPC/Ew water model using the KBmethod, and
Ti = 960 K (Tc = 614 K, μ = 0.2533, b = −1.058) using the 2PT
method.
3.g. Depth Profile of Surface Energies and the

Definition of the Interface. A novel aspect of the 2PT-IFT
approach is that it relies solely on atomic velocities from short
trajectories, which makes it possible to evaluate the contributions
of each molecule to the total free energy, entropy, and enthalpy.
This allows us to obtain depth profiles of the thermodynamics.
We focus here on the TIP4P/2005 water model since it is
particularly good at describing the excess surface enthalpy and
entropy, although we show a similar analysis for the other three
water models in Supporting Information Figure S5. Analysis of
the free energy profile (Figure 5c) reveals long-range tails (slow
convergence) and fluctuations that are hidden in the density
profile assuming a planar interface (Figure 5a). This free energy
profile is a natural consequence of the smooth, monotonically
increasing entropy (Figure 5b) and enthalpy (Figure 5d) profiles.
To better examine the interfacial thermodynamics, we

assigned the water molecules to particular shells (obtained
from the valley−valley distances in the free energy profile) and
find that, at 298 K, molecules in the surface layer have on average
11 J/(mol/K) more entropy than the bulk (a 16% increase) but
are destabilized by 25 kJ/mol enthalpically. The net result is a 20
kJ/mol decrease in stability compared to the bulk. If we assume a
closest packed arrangement of spherical molecules on the

surface, each with a radius of 1.9 Å and amolecular surface area of
46.6 Å2, this means that the surface molecules contribute 71.3
dyn/cm to the surface tension, which is 6−7 dyn/cm greater than
the 64.4 dyn/cm total for this water model. This discrepancy can
be explained if we consider the thermodynamics of the second
layer water molecules, defined as molecules 5−7 Å from the
surface. We find that they also have an increase entropy of +2.5 J/
(mol/K) compared to the bulk, However, and unlike the surface
molecules, they are able to interact with two surrounding water
layers and so have a similar enthalpy to the bulk. The net result is
that these water molecules are ∼−0.9 kcal/mol more stable than
the bulk and so decrease the surface tension by 3−4 dyn/cm. A
similar analysis on the third layer shows that this layer further
decreases the surface tension by 1−2 dyn/cm.
The smooth, monotonically increasing entropy profile for

water at the (superhydrophobic) air−water interface stands in
contrast to the fluctuating entropy profile calculated for water
solvating a hydrophilic DNA molecule,17 although in both cases,
the subsurface water molecules possess more entropy than the
bulk. Therefore, we find that although the thermodynamics of
interfacial water are complex, there are characteristic signatures
that vary in predictable ways. In the case of the air−water
interface, the signature is of an entropically stabilized subsurface
layer resulting in a free energy minimum in this region (Figure
5c). The free energy minima is consistent with a purported
second maximum in the density profile at the subsurface area,
obtained from calculations assuming a nonplanar, instantaneous
interface.79

The slow convergence and nonmonotonicity of the free
energy profile also suggests that the exact meaning of the
“interface” should be revisited. In the standard definition based
on Gibbs theory, the interface is the [90,10] density region: the
region between 10% and 90% of the bulk density. This
corresponds to 2.17δ, where the interfacial parameter δ is
obtained from eq 5 (Supporting Information Table S1) or an
interfacial width of 3.44 Å for the TIP4P/2005 water model
(Table 4). An alternative definition can be made based on a
suggestion by Tolman in his most excellent work on the Gibbs
theory of surface tension in 1948.27 Tolman pointed out that for
a liquid−vapor system at equilibrium, the total Gibbs free energy,
G, can be conveniently partitioned into three components:

= + +G G G Gtotal A B I (16)

Table 4. Calculated Slab Thicknesses and Interfacial Widths
of Liquids Considered in This Studya

interfacial width
(Å)

type liquid Δz (Å)b δ (Å) ρ ΔG

water ΤIP4P/2005 43.93 1.57 3.44 7.05
mW 42.40 1.33 2.93 7.01
SPC/Ew 43.96 1.62 3.55 7.08
TIP3P 41.98 1.69 3.70 7.13

polar aprotic acetonitrile 54.12 4.05 8.90 9.80
DMSO 40.77 1.67 3.68 4.40

polar protic hexanol 42.18 2.46 5.41 5.40
NMA 39.16 1.65 3.62 5.30

apolar cyclohexane 47.31 3.30 7.25 5.10
toluene 45.16 2.73 6.01 5.00

aThe interfacial width calculated from fitting the density profile in (eq
6) and from the free energy profiles are presented. bΔz = slab
thickness.
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where GA and GB are the free energies of the liquid and vapor
phases, andGI is the free energy of the interface, as defined by the

Gibbs dividing surface: a plane of demarcation where the mass
and energy flux of each phase is equal and opposite. Inherent in

Figure 6. Properties of polar protic liquids. (a) Center of mass (COM) density profile of a slab of 256 NMAmolecules described using the OPLS-AA/L
force field at 298 K. The density defined interfacial thickness is indicated by the vertical dashed red lines. Inset: Ball and stick representation of NMA. (b)
Gibbs free energy profile of NMA calculated using the 2PTmethod. The bulk liquid free energy is indicated by the dashed horizontal black line. The free
energy defined interfacial thickness is indicated as the difference between the dashed blue and dashed red vertical lines. (c) COM density profile of 160
hexanol molecules. (d) Gibbs free energy profile of hexanol calculated using the 2PT method.

Figure 7. Properties of polar aprotic liquids. (a) COM density profile of a slab of 512 acetonitrile molecules described using the OPLS-AA/L force field
at 298 K. (b) Gibbs free energy profile of acetonitrile calculated using the 2PTmethod. (c) COMdensity profile of 320DMSOmolecules. (d) Gibbs free
energy profile of DMSO.
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the Tolman definition in eq 16 is the assumption that the
interfacial properties of the system are somehow different from
that of either component A or B. This leads naturally to a
definition of the interface as the region beyond which the
thermodynamics converge to the bulk. In the case of the TIP4P/
2005 water model, this would result in an interfacial width of 7.1
Å (4.5δ), or twice the interfacial width calculated from the
density profile.
3.f. Depth Profiles of Thermodynamics of the Other

Liquids. We now consider the trends in the thermodynamic
profiles of the six other liquids, but in less detail than for water.
For the polar protic liquids, we find that the free energy decreases
monotonically (becomes more positive or less stable) toward the
surface (Figure 6). Again, we find that the free energy profile
converges slower than the density: the interfacial width based on
the free energy is 5.3 Å for NMA, compared to 3.6 Å based on the
density profile (Table 4). In the case of hexanol, we calculate a
free energy interfacial width of 5.4 Å, which is the same as the
interfacial width based on the density profile. It appears that this
highly extended, nonspherical molecule invalidates the center of
mass distributions that we use to determine the average position
of the molecules, obscures the molecular structuring and may
explain why the density profile in Figure 6c does not appear
converged. Finally, in contrast to our results for water, the free
energy profiles of both these polar molecules does not show any
minimum near the subsurface region.
The pattern of slower convergence of the free energy than for

the density also appears to hold for the polar aprotic acetonitrile
and DMSO liquids (Figure 7). Here we calculate interfacial
widths that increase by 12% and 19% compared to those
predicted from the density. On the other hand, for the apolar
cyclohexane and toluene liquids we find that the free energy
profiles converge faster than the density profile (Figure 8).
Decreased ordering at the interface of nonpolar liquids
apparently leads to faster convergence.

4. CONCLUSION AND OUTLOOK

We have examined the thermodynamic factors that contribute to
the surface tension of pure water between 240 and 375 K by
explicit calculations of the surface free energy using the 2PT
method. Overall, we find excellent agreement with the standard
Kirkwood−Buff scheme based on anisotropy in the stress, but
the 2PT-based approach leads to additional insights. For one, we
have shown that explicit treatment of the electrostatics is critical
for describing the liquid structure at the surface. An attempt to
incorporate the electrostatics into two- and three-body van der
Waals terms (the mW water model) results in a poor description
of the excess surface enthalpies and entropies. We emphasize that
the particularly good agreement to the experimental IFT (excess
surface free energy) at room temperature of the mW water
molecule obscures the fact that the surface thermodynamics and
structure are incorrectly predicted. This suggests that the excess
surface entropy and enthalpy, and not the IFT, should be used as
fitting parameters when developing these water molecules.
Secondly, by analyzing the free energy profile, we find

fluctuations that extend far into what would be considered bulk
from standard Gibbs theory in the case of polar liquids, leading to
interfacial widths that are twice as large as would be expected.
Specifically, in the case of water, entropy−enthalpy compensa-
tion results in a free energy minima for the subsurface layer. This
entropically stabilized layer decreases the surface tension, a
potentially important consideration when considering the
chemistry at fuel cell electrodes and H2O oxidation catalysts.
Our results could also have important consequences for the
location and stability of interfacial ions and small molecules. For
example, there have been reports that the surface tension of water
actually increases at low enough concentrations of ionic salts.94,95

One could imagine that these salts perturb the entropic and
enthalpic character of the subsurface layer nonuniformly, which
could lead to anomalous thermodynamics as a function of salt
concentration.

Figure 8. Properties of apolar liquids. (a) COMdensity profile of a slab of 180 cyclohexane molecules described using the OPLS-AA/L force field at 298
K. (b) Gibbs free energy profile of cyclohexane calculated using the 2PT method. (c) COM density profile of 200 toluene molecules. (d) Gibbs free
energy profile of toluene calculated using the 2PT method.
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