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Methods 

1. Materials and thin film preparation 

Standard 0.1N (0.05M) sulfuric acid solution was purchased from Sigma-Aldrich and used without any 

purification or other treatment. The Pt (or Au) thin film (15 nm) was evaporated onto the flat side of the Si3N4 

window by an e-beam evaporator under 10-8 Torr base pressure. A thin Ti layer (2 nm) was deposited prior to the 

Pt deposition to achieve better adhesion between Pt and Si3N4 membrane. The Ti adhesion layer is fully covered 

by platinum and no TiO2 signature could be seen in all the O K-edge TEY-XAS spectrum acquired.   

2. Experiment configurations of operando XAS measurements 

The operando XAS experiments were performed at beamline 8.0.1.3 (Wet-RIXS) endstation of the Advanced 

Light Source, the synchrotron facility at Lawrence Berkeley National Laboratory.  

As previously described1 and illustrated in Fig. S1, the Si3N4 window covered with Pt or Au thin film was 

assembled in a flow liquid cell, containing a Pt wire and a miniature Ag/AgCl electrode as counter electrode (CE) 

and reference electrodes (RE), respectively. During operando XAS measurements, the bias was applied between 

the working electrode (WE), i.e. the Pt thin film or Au thin film, and the Pt CE, and the voltage was provided by 

the SRS570 pre-amplifier bias output function. The reported potentials with respect to the Ag/AgCl RE, were the 

average values of potential difference between WE and RE measured before and after the acquisition of each 

spectrum under x-ray illumination. At potentials above open circuit potential (OCP), the total drift in potential 

with respect to the RE is small (<50mV) during the data acquisition time of each spectrum (~20min). At 

potentials below OCP however, the drift becomes larger and the quality of the EY-XAS signal becomes 

noticeably worse, as illustrated in Fig. S6. 

Although it is feasible to conduct three-electrode constant potential amperometry in the liquid cell using a 

commercial potentiostat, such configuration introduces a much higher level of noise during collection of EY 

signal. The two-electrode configuration introduces substantially less noise and generates reproducible data. The 

bias applied between WE and CE were limited within the ±1.3V window to avoid substantial water electrolysis 

reactions, which will produce large volume of gases leading to pressure build-up and rupture of the Si3N4 

window.  

Total fluorescence yield (TFY) XAS spectra were collected simultaneously with EY-XAS during each 

measurement, using a negatively biased channeltron detector. Because TFY-XAS measures the photons emitted 

after x-ray excitation, whose mean free path in liquids is on the order of µm, TFY-XAS is therefore a bulk-

sensitive measurement in comparison with surface- or interface-sensitive EY-XAS. 



 

3. Notes on the electrochemical measurements inside the liquid cell 

We note that the cyclic voltammetry (CV) curve we collected inside the in-situ cell, as shown in Figure S2, is 

slightly tilted, particular in the double-layer region and H UPD region. Such tilting is caused, at least in part, by 

reduction reaction of dissolved O2 in the H2SO4 solution, which is known to contribute small negative current in 

those two regions. In addition, the non-ideal geometry and electrode configuration inside the tiny liquid cell may 

also have impacts on the shape of the CV curves.  

In a conventional CV measurement of Pt electrode in H2SO4, the solution is typically purged with Ar continuously 

to remove dissolved O2. In our measurements, we did not purge Ar in the H2SO4 solution for the following 

reasons: 

a. The volume of the liquid reservoir in the in-situ cell is very small (<1ml). All the tubing in and out of the 

cell also has very smaller diameter. Small cell volume and thin tubing are part of the precautions to 

prevent severe liquid contamination in the XAS vacuum chamber in the event of Si3N4 window bursting. 

For such small volume, it is almost impossible to implement purging or bubbling capability inside the 

cell.  

b. Even if such capability were possible, bubbling in front of the 100nm-thick Si3N4 membrane substantially 

increases the chance of window bursting, which makes the already challenging experiments more 

difficult. Bubbling will also cause vigorous convection inside the solution, which induces local ion flow 

in random directions. Such random ionic current near the thin film WE would certainly interfere with the 

collection of tiny TEY current. 

c. Each spectrum typically takes 20-30 min to collect. To prevent the interference of any ion flow as we 

discussed earlier, we stop the liquid flow during the acquisition of each spectrum. The connections that 

allow solution in and out of the liquid cell are not designed to be vacuum-tight and O2 will slowly diffuse 

through those connections and dissolved into the solution within 30 min. Even if we use H2SO4 solution 

that is Ar-purged outside the cell, we will still have O2 slowly dissolved into the solution during the XAS 

measurement. 

Nevertheless, our findings in this study mostly focused in the potential range above double-layer region (> 0.6V 

vs RHE), where the impact of ORR side reaction is minimum. In fact, if the dissolved O2 has any impact on the 

interface chemistry, it would make the oxide formation easier; but we didn’t see any evidence of oxide in our 

XAS spectra. Therefore, we do not think the tilt of the CV in the lower bias region affects the validity of our 

conclusions.  

We should also note that x-ray illumination of the WE induced a potential drop of ~ 0.3V relative to RE, because 

of the extra (secondary electron) current induced by x-ray illumination. At low current conditions (such as OCP), 



 

the small TEY current (typically 1-10nA) will lead to re-equilibration between WE and CE and thus the shift in 

measured potential relative to RE. This is why our OCP potentials are approximately 0.3V more negative than the 

values commonly reported in the literature (0.5-0.6V vs Ag/AgCl). But when the ionic current is large (e.g. 

around the anodic or cathodic peaks), such small current is negligible; as a result, its impact on relative potentials 

is very small. Overall, we did not observe shifts or distortions in the CV profile under x-ray illumination. For the 

sake of consistency, all the potentials relative to RE reported in this study were recorded under x-ray illumination. 

4. XAS spectra analysis 

For each of the raw XAS spectrum, the intensity was first normalized by the photon flux, represented by the TEY 

current from a gold mesh installed upstream in the x-ray pipeline. A straight-line background was subtracted from 

the flux-normalized spectrum based on the linear fit of the flat region before the absorption edge. All the spectra 

were normalized again by setting the intensity of the flat tail (between 550 and 560 eV) to unity.  

Numerical fitting was performed in some of the XAS spectra using four Gaussian components after subtraction of 

an arctan background. The purpose of such fitting was to quantitatively compare the width of the pre-peaks at 535 

eV, without attempt to determine the exact physical origin of each component.  

5. Notes on saturation effects 

As pointed out in the main text, the O K-edge spectra acquired at the most positive potentials (>1V vs Ag/AgCl) 

exhibit long flat tails, reminiscent of bulk water XAS spectra that suffer from saturation effects. Such effect is 

typically seen in the fluorescence yield (FY) XAS but not in electron yield (EY) XAS, with the exception of low-

energy partial electron yield (PEY), as demonstrated by Nilsson et al.2 where secondary electrons with very low 

kinetic energy (<20eV) are filtered and collected via a biased electrode. Because the mean free path of these low 

energy electrons can be comparable to that of soft x-ray photons, such PEY XAS measurements can suffer from 

saturation effects. 

While an increase in current due to low energy secondary electrons originating deeper in the solution and attracted 

to the positive electrode voltage seems plausible in principle, one should also consider the countering effect of 

screening of the electrode potential by the electrical double layer. Although these effects are not yet fully 

understood, we believe that saturation effects are not severe enough here to substantially distort the EY-XAS 

spectra, at least for positive bias below ~1V. Indeed, the lack of pre-edge features (related to broken hydrogen 

bonds) in the XAS spectra collected at OCP indicates that these low energy electrons can only account for a very 

small portion of the electrons collected in the EY-XAS measurements because otherwise the EY-XAS spectrum 

would resemble the saturated spectrum of bulk water with strong pre-peak at 535eV. One would also expect 

saturated bulk water spectra at positive bias no matter what solute in the aqueous solution. The fact that we obtain 



 

different potential-dependence XAS under positive potentials for both Au-H2O and Au/Pt-H2SO4(aq) interfaces 

suggests that this is not the case.  

6. First Principles Molecular Dynamics (FPMD) Simulations 

We used a system comprising a Pt electrode (represented by a 4×4×6 supercell of the fundamental unit cell 

containing 96 Pt atoms in total, with the (111) surface exposed and a surface area of 1.12×0.97 nm2), 119 water 

molecules, and various amounts of H2SO4/HSO4
-/SO4

2- molecules with the corresponding amount of H3O+ 

molecules to achieve overall neutrality in the system. Surface coverages ranging from 0.083 (1 sulfate species) to 

0.83 (10 sulfate species) were considered.  

We first equilibrated each system by performing 25ps constant volume, constant temperature (canonical or NVT 

ensemble) FPMD simulations at 350K within density functional theory (DFT). We employed a modified version 

of the mixed Gaussian and plane wave code3 CP2K/Quickstep.4 The electronic structure of the atoms was 

described using a triple-ζ basis set with two additional sets of polarization functions (TZV2P)5 and a 320 Ry 

plane-wave cutoff. We used the Perdew-Burke-Ernzerhof (PBE) form of the generalized-gradient approximation 

of the unknown exchange-correlation potential in DFT,6 and the Brillouin zone is sampled at the Γ-point only. 

Interactions between the valence electrons and the ionic cores are described by norm-conserving 

pseudopotentials.7,8 The Poisson equation is solved using an efficient Wavelet-based solver.9 We overcome the 

poor description of the short-range dispersive forces within the PBE-GGA exchange-correlation functional by 

employing the DFTD3 empirical corrections of Grimme et al.10 Snapshots of the system were saved at every step. 

We recognize that particular chemical species near the interface can efficiently change identity via exchange of 

protons through surrounding water molecules and that there is a known overestimation of the rate of dissociation 

of bisulfate (HSO4
- + H2O ó H3O+ + SO4

2) in the bulk phase when employing the generalized-gradient 

approximation within DFT-based FPMD.11 Therefore when performing FPMD simulations we impose fixed 

speciation by restricting the number of protons associated to each molecule through a constraint on the 

coordination number.  

After equilibration, the binding free energy of a randomly selected sulfate molecule to the platinum electrode was 

separately obtained from umbrella sampling12 calculations, employing the center of mass distances as the 

collective variable. In other words, we introduced a reaction coordinate ξ and defined a harmonic umbrella 

potential function V(ξ(r)) in the following form: 

 

where k is the force constant [10 kcal/(mol Å2)], and r0 is the equilibrium distance. We used a simulation time step 

of 0.5fs. Separate simulations were run, with biased potentials centered along the reaction coordinate in 20 

( )( ) ( )( )20V r k r rx x= -



 

windows, with 0.5Å displacements from 0 to 1nm. We verified that these simulations parameters yielded 

overlapping Gaussian distributions at various r0 distances. At each displacement, we carried out 5ps NVT 

dynamics, with the system coordinates saved every 10fs. The free energy of binding was subsequently obtained 

from the potential of mean force, calculated using the weighted histogram analysis method,13,14 with a 

convergence tolerance of 1×10-4 kcal/mol. We ignored the first 1ps of dynamics at each window when calculating 

the free energy.  

7. XAS spectra simulations 

During the last 10ps of NVT FPMD equilibrium simulation, snapshots of the atomic positions of the system were 

saved every 0.5ps (a total of 20 snapshots for each system), and used as input for an in-house code employing 

constrained-occupancy DFT calculations within the XCH approximation15–17 to calculate the XAS spectra. Plane-

wave pseudopotential calculations using ultrasoft pseudopotentials18 were performed using the PWSCF code 

within the Quantum-ESPRESSO package.19 We used a kinetic energy cut-off for electronic wave functions of 25 

Ry and a density cut-off of 200 Ry. The core-excited Kohn-Sham eigenspectrum was generated using the XCH 

approach.17 Based on a numerically converged self-consistent charge density, we generated the unoccupied states 

for our XAS calculations non-self-consistently by sampling the first Brillouin zone at the Γ-point, employing an 

implementation of the Shirley interpolation scheme20 generalized to handle ultra-soft pseudopotentials.21 Matrix 

elements were evaluated within the PAW frozen-core approximation.22 Core-excited ultrasoft pseudopotentials 

and corresponding atomic orbitals were generated with the Vanderbilt code.18 Each computed transition was 

convoluted with a 0.2 eV Gaussian function to produce continuous spectra.  

Because of the use of pseudopotentials we can only reliably compare the calculated relative excitation energies. 

We used an alignment scheme based on energy differences between ground and core-excited states of the system 

and those of an isolated atom in the same simulation cell.16,23 Direct comparison to experiment is accomplished by 

first calibrating an unambiguous reference system. In the case of the oxygen compounds considered in this study, 

we rigidly shifted the first major peak in the oxygen K-edge XAS of an isolated CO2 molecule by +526.9 eV to 

match the same in a gas phase experiment.24 This empirical shift, is unique to the pseudopotentials employed in 

this study, and is applied to all subsequent calculated spectra. Previous experience has shown that this alignment 

scheme predicts XAS peak positions to within ~0.1 eV,15,16 which is close to the experimental uncertainty in this 

energy range. It is well know that Kohn-Sham DFT within the PBE approximation underestimates band gaps25,26 

and concomitantly band-widths due to inaccurate quasiparticle (excitation) energies.27,28 As a result, the calculated 

XAS spectrum is usually too narrow compared to experiments. We thus dilated the computed XAS spectrum by 

20%, as in previous work.29–31  



 

8. Modeling of Biased Interfaces using Continuum Models 

In the modeling of biased interfaces using continuum models we assumed that in the thermodynamic equilibrium 

the ion concentration profiles account for the relaxation of electrostatic forces and that interconversion of ions is 

governed by equilibrium constants K1 and K2. The self-consistent solutions of the corresponding generalized 

Poisson-Boltzmann equation provided the complementary picture of speciation at biased Pt-electrode interfaces.  

8.1 General formalism 

To build the continuum model including three types of ions (sulfate, bisulfate, and hydronium), all of which have 

finite size and can specifically adsorb on the electrode surface except hydronium, we used a free energy functional 

that has the following form:32 

Ω[𝜑(𝑟⃗); 𝜌±(𝑟)]

= -𝑑𝑟 /−
𝜀(𝑟⃗)
8𝜋

|∇𝜑|6 + 𝑒𝜑(𝜌9 − 𝜌:; − 𝜌6;) + Φ:(𝑟⃗)𝜌:; + Φ6(𝑟⃗)𝜌9+	Φ>(𝑟⃗)𝜌6;

− 𝜇:;𝜌:; − 𝜇6;𝜌6; − 𝜇9𝜌9@

+
𝑘B𝑇
𝑎> -𝑑𝑟{𝑎>𝜌:;ln𝑎>𝜌:; + 𝑎>𝜌6;ln𝑎>𝜌6; +	𝑎>𝜌9ln𝑎>𝜌9

+ (1 − 𝑎>𝜌:; − 𝑎>𝜌6; − 𝑎>𝜌9)ln(1 − 𝑎>𝜌:; − 𝑎>𝜌6; − 𝑎>𝜌9)} . 

The Poisson-Boltzmann equation, as well as concentration profiles for ions, were obtained via the variational 

method: 

∇(𝜀(𝑟⃗)∇𝜑) = −4𝜋𝑒J𝜌+ − 𝜌1− − 2𝜌2−L 

with boundary conditions MN
MO
|O→Q = 0, 	MN

MO
|O→S = 	−

T
UVU

, where 𝜎 is the surface charge density.  

8.2 Input parameters 

In this approximation the size of all ions was set equally to 6Å. Such simplification would slightly underestimate 
the concentration of hydronium ions because their actual size is smaller than that of (bi)sulfate ions. The overall 

surface coverage by ions would be overestimated since we did not consider the solvent (water) molecules 

explicitly. 

To reflect the inhomogeneity in dielectric response of water near the surface, we used a spatially dependent 

dielectric function that has the following form:  

𝜀(𝑧) = 1 + U;:

:9[\]^;_JO;OV`La
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where 𝜀 = 78.3, 𝛼 = 4	Å;:, and 𝑧Sc  = 2.8	Å. 

The adsorption potentials Φ:,6,>(𝑟⃗) were adapted from the FPMD free energy calculations (Fig. S9a) and then 

renormalized by Coulombic potentials of the image charge interaction (the interaction of a point charge with an 

ideal metal surface in the media with inhomogeneous dielectric function 𝜀(z) as defined earlier), as the first term 

in the Green’s function of equation ∇(𝜀(𝑧)∇𝜑) = −4𝜋𝛿(𝑟 − 𝑟c). The normalization terms generally have the 

following forms: 

𝑈(𝑧)[𝑒𝑉] = − >.h	_i

U(O)O[Å]
 , 

where 𝛼 is the charge on the ion.  

The resulting potentials were then approximated with Morse potentials: 

Φ(z) = 𝐸lmnJ1 − 𝑒;o(O;OV)L
6
− 𝐸lmn. 

The adsorption energy Eads is 0.12 eV for sulfate ions and 0.14 eV for bisulfate, which reflects the higher penalty 

for de-solvation of a divalent ion (11.3 eV) as compared to a monovalent ion (3.2 eV).33 The slope parameter 𝑘 

was set to 4 and z0 = 2.7Å. For hydronium ions we assume no specific adsorption by imposing a repulsive wall at 

z = 2.2Å. 

We used the equilibrium constants reported in the literature34 (K1=1000, K2=0.0102) to calculate the bulk 

equilibrium concentrations of ions. In a 0.05M H2SO4 solution, the equilibrium concentrations of sulfate, bisulfate, 

and hydronium ions are calculated to be 0.0075, 0.042, and 0.057M, respectively. Based on the thermodynamic 

cycle illustrated in Fig. S10, the equilibrium constant for adsorbed (bi)sulfate ions needs to be modified as follows: 

𝐾6c = 𝐾6
qrst
uvw

ix

qrst
yuvw

x. 

Based on our FPMD simulations, the adsorption free energy of sulfate and bisulfate ions are almost equal (Fig. 

S9a) and therefore 𝐾6c ≈ 𝐾6. 

8.3 Self-consistent solutions 

We used the scheme illustrated in Fig. S11 to obtain the equilibrium distribution of ions near the electrified 

surface. The results are shown in Fig. S12 where we compare the profiles with and without an additional 

equilibration based on the equilibrium constants 𝐾:, 𝐾6c. As one can see, at sufficiently positive potentials sulfate 

ions dominate in the interfacial region. 



 

We also obtained the surface excess of ions as a function of surface charge density (Fig. S13a), and electrode 

potential (Fig. S13b), by integrating the ion concentration profiles over the interfacial regions at a given surface 

charge density or electrode potential. The results shown in Fig. S13 clearly indicated that co-adsorption of 

bisulfate and sulfate ions dominates in the interfacial region at potentials above 0.1V. The asymmetry of the 

curves arises from the differences in adsorption potentials and the charges between hydronium and (bi)sulfate ions.  

 

 
  



 

Supporting Figures 

 

Figure S1. Schematics of the flow liquid cell and typical topological AFM Image of the evaporated Pt 
thin film (RMS roughness ~ 0.5nm). 

 



 

 

Figure S2. Typical CV curve of the thin film Pt electrode in 0.05M H2SO4 solution measured in the 
liquid cell with Pt CE and Ag/AgCl RE. The scan rate is 50mV/s. The curve was divided into three 
regions, each colored and labeled based on conventional models in the electrochemical literature. The 
potential scale with respect to RHE (assuming pH = 1) is shown at the top of the graph for reference. 



 

 
Figure S3. Comparison of O K-edge EY-XAS spectra under OCP at Au-H2SO4(aq), Pt-H2SO4(aq), Pt-
H2O interfaces and TFY-XAS spectra of pure H2O and 0.05M H2SO4 solution. 

 



 

 

Figure S4: Water mass density distribution at various interfaces from FPMD simulations. The center of 
mass position of each water molecule is discretized in 0.1Å bins and averaged every 10fs over the last 
10ps of the FPMD trajectory. Each distribution profile shows three structured water layers: the first 
molecular layer lies within 1.2-3.9Å with a peak maximum at ~3Å, the second interfacial layer lies at 
3.9-6.6 Å from the surface, and a possible third layer at 6.6-9.4Å, after which the density converges to 
the bulk value. 



 

 
Figure S5. Operando O K-edge EY-XAS spectra of the Au-H2SO4(aq) interface at different potentials. 
The black arrow indicates the order of spectra acquisition.  
 

 



 

 

Figure S6. Comparison of O K-edge EY-XAS spectra collected at Pt-H2SO4(aq) interface at 0.73V and 
0.31V vs Ag/AgCl and at -1.25V vs Pt CE, as well as EY-XAS spectrum at Au-H2O interface at -0.06V 
vs Ag pseudo-reference electrode as previously reported.1  



 

 

Figure S7. Peak deconvolution of EY-XAS spectra of the Pt-H2SO4(aq) interface at 1.13V and 0.31V vs 
Ag/AgCl (above OCP) and of Au/H2SO4(aq) interface at 0.27V vs Ag/AgCl (below OCP). 

 



 

 

Figure S8. Dependence of pre-peak to main-peak ratios (I535eV/I537eV) in the O K-edge EY-XAS of Pt-
H2SO4(aq) interface from two sets of experiments. The difference in the slope is possibly due to the 
change of chemical states of Pt CE during long period experiments at a fixed potential during each 
spectrum. 

 

 

 

Figure S9. Calculated binding free energy profile of sulfate species at the Pt-H2SO4(aq) interface. (a) 
Comparison of profiles of isolated H2SO4 (blue squares), HSO4- (brown circles) and SO42- (green 
triangles) molecules. (b) SO42- binding free energy profile at three surface coverages, corresponding to 
bulk concentration 0.4M, 1.0M, and 3.0M, respectively.  

 



 

 
Figure S10. Thermodynamic cycle for evaluation of the equilibrium constant of adsorbed bisulfate ions.  
 
 
 

 

Figure S11. Scheme of the calculation flow towards a self-consistent solution of the modified Poisson-
Boltzmann equation with external constraints associated with inter-conversion of sulfate and bisulfate 
ions. 



 

 
Figure S12. Ion concentration profiles calculated using continuum model without (a-d) and with (e-h) 
equilibration of concentrations due to the ion inter-conversion at various surface charge densities.  
 
 
 



 

 

Figure S13. The profiles of surface excess of ions as a function of surface charge density (a) and as a 
function of the electrode potential (b). Potentials are referenced to the value in the bulk electrolyte. 
Negative values on the y axis correspond to deficiency while positive values indicate excess. 
 



 

 

Figure S14. O K-edge XAS spectra of the salt crystals of various sulfates. 

 



 

 

Figure S15. Simulated O K-edge XAS of sulfate (SO42-) anions at the Pt-H2SO4(aq) interface with 
different surface charge. Each simulation cell of the size 11.2×9.7×53.4 Å3 containing two sulfate anions 
and four (purple), three (green), two (blue) and one (brown) hydronium (H3O+) cations. Each cell 
underwent NVT FPMD for 2ps and the resulting spectrum is the numerical average of 20 individual 
snapshots from the last 1ps FPMD (evenly separated by 50fs). 
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