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ABSTRACT:The two-phase thermodynamic (2PT)model is used to determine the absolute entropy and energy of carbon dioxide
over a wide range of conditions from molecular dynamics trajectories. The 2PT method determines the thermodynamic properties
by applying the proper statistical mechanical partition function to the normal modes of a fluid. The vibrational density of state
(DoS), obtained from the Fourier transform of the velocity autocorrelation function, converges quickly, allowing the free energy,
entropy, and other thermodynamic properties to be determined from short 20-ps MD trajectories. The anharmonic effects in the
vibrations are accounted for by the broadening of the normal modes into bands from sampling the velocities over the trajectory. The
low frequency diffusive modes, which lead to finite DoS at zero frequency, are accounted for by considering the DoS as a
superposition of gas-phase and solid-phase components (two phases). The analytical decomposition of the DoS allows for an
evaluation of properties contributed by different types of molecular motions. We show that this 2PT analysis leads to accurate
predictions of entropy and energy of CO2 over a wide range of conditions (from the triple point to the critical point of both the vapor
and the liquid phases along the saturation line). This allows the equation of state of CO2 to be determined, which is limited only by
the accuracy of the force field. We also validated that the 2PT entropy agrees with that determined from thermodynamic integration,
but 2PT requires only a fraction of the time. A complication for CO2 is that its equilibrium configuration is linear, which would have
only two rotational modes, but during the dynamics it is never exactly linear, so that there is a third mode from rotational about the
axis. In this work, we show how to treat such linear molecules in the 2PT framework.

1. INTRODUCTION

Carbon dioxide (CO2) is an important chemical in the bio-
sphere. It is the source of carbon for photosynthetic generation
development of plants and the product of respiration in animals.
Industrial societies produce a great deal of CO2 from combustion
and other chemical processes, and it is a popular solvent for
supercritical extraction. Above its critical pressure (72.9 atm) and
temperature (304.2 K), carbon dioxide behaves as a supercritical
fluid: it has the diffusion constant of a gas, while maintaining the
density of a liquid. This behavior facilitates the use of supercritical
CO2 (scCO2) in a wide range of industrial processes, from
chemical extraction1,2 to petroleum recovery.3,4 Recent studies
have focused on utilizing liquid and scCO2 as a cost-effective
“green” solvent5 for chemical reactions, owing to low toxicity,
high availability, and catalytic ability.6,7 More recently there is
great concern that CO2 is responsible for anthropomorphic
climate change, responsible for global warming, which is stimu-
lating many efforts to capture and sequester CO2.

8�10 The
knowledge of thermodynamic properties of CO2 under various
conditions and with various additional components is important
for studying such CO2 related problems.

Computer simulations (molecular dynamics, Monte Carlo,
quantum mechanics) are powerful tools used to estimate
physical properties of CO2. Of particular interest are the
vapor�liquid coexistence curve,11�16 supercritical behavior

(thermodynamics,15,16 transport properties,11,16�18 structural
properties,11,15,16,19,20 other properties20�22), and properties of
solid CO2.

23 The CO2 molecule is unique due to its linear
structure, zero dipole moment, and large quadruple moment.24

However, in a dynamics collection of CO2 molecules, it is
essentially always nonlinear.15,19�21 This change in character
contributes to the special properties of CO2, particularly in the
supercritical state, and challenges the prediction of its properties
using molecular simulations. A thermodynamic property of
particular interest is the absolute entropy. Recently, some theory
and methods have been developed to estimate the absolute
entropy and/or solvation free energy. However, most focus on
water,25�27 aqueous solutions,28�30 or glass-like systems.25,31

There is no report on the performance of such methods for linear
molecules such as CO2.

The two-phase thermodynamic (2PT) method is an efficient
way to estimate thermodynamic properties (energy, entropy, and
heat capacity) of a system. This method has been shown to
provide accurate properties using a short (about 20 ps) MD
trajectory for systems such as Lennard-Jones fluids,32

liquid�vapor water along the coexistence curve,33 and many
common organic liquids under standard conditions.34 The 2PT
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method has also been successfully used in calculating the entropy
of water in different regions such as the dendrimer,35 lipid
bilayer,36 and carbon nanotube.37 The method is also reasonably
accurate in describing the entropic penalty of DNAwhile binding
to dendrimer38 as well as describing the role of counterion release
entropy in macromolecular complexation.39,40 In this work,
we present the use of 2PT in the property determination of CO2.
We validate the 2PT determined entropy by comparing it to
those determined from thermodynamic integration (TI).

2. THEORY

2.1. Density of State Function and Its Decomposition.The
density of state function, S(υ), which is defined as the sum of
mass-weighed atomic spectral densities, can be obtained from the
Fourier transform of velocity autocorrelation function
(VACF),32,33 or equivalently the velocity spectrum41

SðυÞ ¼ 1
kBT

∑
N

l¼ 1
∑
3

k¼ 1
lim
τ � ¥

ml

τ

�����
Z τ

�τ
vkl ðtÞ e�i2πυt dtj2 ð1Þ

whereN is the total number of atoms in the system,ml is the mass
of atom l, and vl

k is the velocity of atom l in the k direction (k =
1�3 represents x, y, and z directions, respectively). The function
S(υ) is the distribution of normal modes of the system, i.e., S(υ)
dυ represents the number of normal modes with frequencies
from υ to υþ dυ. The integration S(υ) gives the total degrees of
freedom (DF) 3N; i.e.Z ¥

0
SðυÞ dυ ¼ 3N ð2Þ

(Note that in MD simulations the translational degrees of
freedoms are removed for the conservation of linear momentum;
therefore, the integration gives 3N � 3 instead.) For a pure
monatomic system, the zero-frequency density of state is asso-
ciated with the diffusion coefficient of particles32,33

D ¼ kBT
12mN

Sð0Þ ð3Þ

where T is the temperature and kB is the Boltzmann constant.
For systems of polyatomic molecules, Lin et al.33 suggested

that the S(υ) be decomposed into three components: translation
(trn), rotation (rot), and intramolecular vibration motions
(imv):

SðυÞ ¼ StrnðυÞ þ SrotðυÞ þ SimvðυÞ ð4Þ
where the translation component is obtained from the center of
mass velocity of the molecules

StrnðυÞ ¼ 1
kBT

∑
M

j¼ 1
∑
3

k¼ 1
lim
τ � ¥

mj

τ

�����
Z τ

�τ
v�kj ðtÞ e�i2πυt dtj2 ð5Þ

whereM is the total number of molecules in the system, mj is the
mass of molecule j, and vj

*k is the center of mass velocity of
molecule j in the k direction. The rotational density of state
function is determined by using the following equations:

SrotðυÞ ¼ 1
kBT

∑
M

j¼ 1
∑
3ð2Þ

k¼ 1
lim
τ � ¥

Ikj
τ

�����
Z τ

�τ
ωk

j ðtÞ e�i2πυt dtj2 ð6Þ

whereωj
k and Ij

k are the angular velocity and moment of inertia of
molecule j along the kth principal axis, respectively. For nonlinear

molecules (e.g., water), there are three nonzero principle mo-
ments of inertia. For linear molecules (e.g., nitrogen and carbon
dioxide), there are only two nonzero principle moments of
inertia, and the value of k runs from 1 to 2.
The intramolecular velocity can be determined by subtracting

the center of mass translation and rotation velocities

vB
imv
l ¼ vF l � vFj� �ωF j � rF lj ð7Þ

where rBlj is the position vector of atom l from the center of mass
of molecule j. Using the intramolecular velocity in eq 1 leads to
the corresponding component of the density of state function.
2.2. Thermodynamic Properties fromTwo-Phase Thermo-

dynamic (2PT) Model. The thermodynamic properties
(absolute entropy, energy, and heat capacity) are determined
from the sum of translation, rotation, and intramolecular vibra-
tion contributions33

E ¼ E0 þ Etrn þ Erot þ Eimv ð8Þ

S ¼ Strn þ Srot þ Simv ð9Þ

Cv ¼ dE0
dT

þ Cvtrn þ Cvrot þ Cvimv ð10Þ

where E0 is the reference energy.
33 For a system containing only

harmonic motions (e.g., crystals), its thermodynamic properties
can be calculated exactly from the density of state S(υ) based on
statistical mechanics for harmonic oscillators. For fluids, such a
harmonic approximation is no longer valid because of the
significant anharmonic nature of the low frequency modes. In
particular, the zero-frequency (diffusive) modes would lead to
diverged properties. In the two-phase thermodynamic (2PT)
model, the anharmonic effects are treated by dividing the density
of state distribution into solid-like and gas-like components, i.e.

SmðυÞ ¼ SsmðυÞ þ SgmðυÞ ð11Þ
where the subscript m denotes the translation (trn) or rotation
(rot) component. The gas component is determined accordingly
based on the DoS at zero frequency and the fluidicity factor fm

SgmðυÞ ¼ Smð0Þ

1þ πυSmð0Þ
6fmM

� �2 ð12Þ

and the fluidicity factor fm is determined from the dimensionless
diffusivity constant Δm as

2Δ�9=2
m f 15=2m � 6Δ�3

m f 5m �Δ�3=2
m f 7=2m þ 6Δ�3=2

m f 5=2m þ 2fm � 2 ¼ 0

ð13Þ
with

ΔmðT,V ,M,m, Smð0ÞÞ ¼ 2Smð0Þ
9M

πkBT
m

� �1=2 N
V

� �1=3 6
π

� �2=3

ð14Þ
Equation 12 ensures that all of the diffusive modes are

included in the gas-like component, i.e., S(0) = Sg(0). The
integration of eq 12 over frequency gives the degrees of freedom
of the gas-like component, 3Mfm. Once the gas-like component is
determined, the solid-like component can be obtained from the
difference between the total DoS and the gas-like DoS from
eq 11.
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Once theDoS are available, the thermodynamic properties can
be expressed as the integral of the density of state function
weighed by the corresponding weighting functions for the j
component of different motionsWi,m

j(υ) (i = E, S, or Cv; j = s or
g; m = trn, rot, or imv)

Em ¼ β�1½
Z ¥

0
dυ SsmðυÞ Ws

E,mðυÞ þ
Z ¥

0
dυ SgmðυÞ Wg

E,mðυÞ�
ð15Þ

Sm ¼ kB½
Z ¥

0
dυ SsmðυÞ Ws

S,mðυÞ þ
Z ¥

0
dυ SgmðυÞ Wg

S,mðυÞ�
ð16Þ

Cvm ¼ kB½
Z ¥

0
dυ SsmðυÞ Ws

Cv,mðυÞ þ
Z ¥

0
dυ SgmðυÞ Wg

Cv,mðυÞ�
ð17Þ

where β = (kBT)
�1. The weighing functions are

W s
EðυÞ ¼ βhυ

2
þ βhυ
expðβhυÞ � 1

ð18Þ

W s
SðυÞ ¼ βhυ

expðβhυÞ � 1
� ln½1� expð � βhυÞ� ð19Þ

W s
CvðυÞ ¼ ðβhυÞ2 expðβhυÞ

½expðβhυÞ � 1�2 ð20Þ

W g
E, trnðυÞ ¼ W g

E, rotðυÞ ¼ W g
Cv, trnðυÞ ¼ W g

Cv, rotðυÞ ¼ 0:5 ð21Þ

Wg
S, trnðυÞ ¼ 1

3
SHS

kB
ð22Þ

W g
S, rotðυÞ ¼ 1

3
SR

kB
ð23Þ

where SHS and SR are the hard-sphere entropy and rotational
entropy of molecules (rigid rotor) at the ideal gas state, respec-
tively:

SHS

k
¼ 5

2
þ ln

2πmkT
h2

� �3=2 V
ftrnN

zðyÞ
" #

þ yð3y� 4Þ
ð1� yÞ2 ð24Þ

SR

k
¼ 1þ ln

T
σΘr

� �
ð25Þ

where y = ftrn
5/2/Δrn

3/2 and z(y) is the compressibility factor of
hard sphere gases from the Carnahan�Starling equation of
state,42 Θr = h2/(8π2Irk) is the rotation temperature, and σ is
the symmetry number. It is noteworthy that the 2PT method
includes quantum correction by applying the harmonic oscillator
(HO) approximation for the canonical partition function Q,
which is included in the weighting function of the solid-like
components.32,33 The reference energy is obtained by comparing
the MD potential energy to the 2PT energy based on classical
harmonic oscillators33

E0 ¼ EMD � β�13Nð1� 0:5ftrn � 0:5frotÞ ð26Þ

where EMD is the total energy of the system from the same MD
simulation.

3. COMPUTATIONAL DETAILS

The open-source LAMMPS43 package is used for the molec-
ular dynamic simulations. The absolute entropy and energy of
CO2 fluid are determined along the experimental vapor�liquid
equilibrium (VLE) conditions and compared to the experimental
data. The experimental VLE data are taken from the steam
table.44 Three-dimensional periodic models of 256 molecules at
desired densities are created for the subsequent molecular
dynamic simulations.

The flexible version of the EPM2 force field (FEPM2; original
EPM214 with the stretching force constant by Nieto-Draghi
et al.17 and bending force constant by Anderson et al.;21 para-
meters are listed in Table 1) is used to describe the interactions in
the system. The two force constants were fitted to the vibration
frequencies of symmetric stretching and angle bending, respec-
tively. We compare the vibration frequencies of CO2 with the
experimental data45 in Table 2.

Energy minimization is performed on the initial structure. A
long 4 ns MD simulation at constant volume and temperature
(NVT) follows to equilibrate the system. To facilitate thermal
equilibration between different types of motion (translation,
rotation, and vibration), the three temperatures associated with
each motion type are rescaled to the system temperature by
rescaling the velocities of the corresponding motions at a time
interval of 1 ps. We will show that such a velocity rescaling is
critical for obtaining thermal equilibration in CO2. The system is
further equilibrated using an additional 1 ns NVT simulation
without such a velocity rescaling. An additional 20 ps simulation
for sampling is performed with the trajectory saved at every 4 fs
for the 2PT property analysis. We have examined and confirmed
that thermodynamic properties of CO2 from 2PT analysis
converge within 20 ps, which is consistent with previous
findings.33,34

The integration time step is set to 1 fs. The time constants for
the Nose-Hoover thermostat46 and velocity rescaling are set to
0.1 and 1 ps, respectively. The long-range electrostatic interac-
tion is estimated by the particle�particle particle-mesh Ewald
method47 (pppm) with an accuracy of 4.18� 10�5 kJ/mol. The
cutoff radii for the pppm and van der Waals interaction are 8.5 Å

Table 1. FEPM2 Force Field Parameters for CO2
a

element ε/kb (K) σ (Å) q (e)

O 80.507 3.033 �0.3256

C 28.129 2.757 0.6512

l0 (Å) 1.149 Kb (kcal/mol/Å2)b 1283.38

θ0 (deg) 180 Kθ (kcal/mol/rad2)b 56.53
a ε and σ are the Lennard-Jones parameters in the LJ-12�6 potential
Evdw(r) = 4ε[(σ /r)12� (σ /r)6]. q is the atomic charge for calculation of
electrostatic energy. The valence energy for CO2 is E

valence = Ebond þ
Eangle = Kb(l � l0)

2 þ Kθ(θ � θ0)
2, where l0 is the equilibrium CdO

bond length, θ0 is the equilibrium OCO angle, and Kb and Kθ are the
stretching and bending force constants, respectively. bThe value of Kb

and Kθ are taken from refs 17 and 21, respectively; all other parameters
are from ref 14.
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and 9.5 Å for liquid-phase simulations. For vapor phase simula-
tions, we use a cutoff radius of 17.0 Å for more efficient pppm
calculations.48

To validate the accuracy of the entropy from the 2PT model,
we compared it to the results from thermodynamic integration
(TI) for CO2 from 220 K to 600 K. Since TI leads only to an
entropy difference between two state points, whereas 2PT leads
to absolute entropies, we take the difference between the
absolute 2PT entropies.

The way to determine the density-of-state function for trans-
lation, rotation, and intramolecular vibration has been detailed
elsewhere.33 Briefly, the center of mass velocity (vB*), the angular
moment (LB), and the inertia tensor (I ) are determined for every
molecule at each time instant. The principle moments of inertia
(I1, I2, and I3) and the principal axis (pB1, pB2, and pB3) are then
obtained by solving the eigenvalue and eigenvector of the inertia
tensor. The angular velocity along the principal axis can be
calculated by ωBi = (LB 3 pBi/Ii)pBi. The velocity component due to
intramolecular vibration (vB

imv) can then be determined from
eq 7. These velocity components allow for the determination of
the corresponding DoS using eqs 5 (trn), 6 (rot), and 1 (vib). It
should be noted that while carbon dioxide is regarded as a linear
molecule, it is almost never linear in the molecular dynamic
simulations. For example, Saharay and Balasubramanian19 re-
ported the average value of the angle OCO to be 174.2� on the
basis of the Car�Parrinello molecular dynamic simulations. In
practice, CO2 has two large principle moments of inertia (I1 =
I2 = 43.4 g/mol Å2) and a third one that fluctuates around zero
(I3 =∼0.01 g/mol Å2). Therefore, we have set I3 and ω3 to zero
and therefore attribute suchmotions as part of the intramolecular
vibration.

4. RESULTS AND DISCUSSION

4.1. TheDensity of State of CarbonDioxide. Figure 1 shows
the DoS spectrum of liquid FEPM2 CO2 at T = 220 K. The
decomposition of S(υ) to translation, rotation, and internal
vibration is also presented. The broad band between 0 and
200 cm�1 represents the modes corresponding to librations.
Intramolecular vibrations are observed in the higher frequency
region: angle bending at 679 cm�1, symmetric stretching at 1326
and 1418 cm�1, and asymmetric stretching at 2660 cm�1 (also
listed in Table 2). The splitting peaks of symmetric stretching is a
result of the Fermi resonance.49,50 Both the translation and
rotation motions contribute to the zero-frequency density of
state function S(0), indicating translational and rotational diffu-
sion in the system.
Figure 1b and c illustrate the decomposition of translation

DoS, Strn(υ), and rotational DoS, Srot(υ), to gas-like and solid-
like contributions. It can be seen that the 2PT method nicely

separates the DoS to an exponentially decaying gas-like compo-
nent and a solid-like component with its intensity approaching
zero at zero frequency.
4.2. Thermodynamic Properties of CO2. To illustrate the

applicability of 2PT over a wide range of state conditions, the
entropy and energy of CO2 are determined at temperatures and
densities44 along the vapor�liquid coexistence curve. Table 3
summarizes the calculation results of the temperatures of the
molecular motions, internal energy, and absolute entropy and
compares the 2PT calculations with the experimental data.44 The
fluidicity factors increase from 0.36 (translation) and 0.25
(rotation) for the liquid at 220 K to 0.70 and 0.48 at the critical
point (304 K), and to 0.89 and 0.81 for the vapor at 220 K. The

Table 2. Comparison of Intramolecular Vibration Frequen-
cies of CO2 from the Experiment and MD Simulations

vibration modes

NIST data45

(gas phase)

this work

(220 K, sat’d

liquid)

this work

(220 K, sat’d

vapor)

symmetric stretching 1285.40 (Raman) 1326 1324

1388.15 (Raman) 1418 1416

angle bending 667.38 (IR) 679 681

asymmetric stretching 2349.16 (IR) 2659 2658

Figure 1. (a) Density of state spectrum of liquid CO2 at 220 K and
1.1663 g/cm3 from 200-ps sampling. (b) Translation density of state and
its components. (c) Rotation density of state and its components. This
illustrates the various DoS components used in the 2PT analysis.
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increase of the fluidicity factor implies the increasing gas-like
nature of the fluid as its density decreases along the coexistence
curve. Figures 2 and 3 illustrate the absolute entropy S(2PT) and
its components (Strn, Srot, and Simv) along the vapor�liquid
coexistence curve. The 2PT entropies are in excellent agreement
with experimental results in the vapor phase. The discrepancy
between 2PT entropy and experimental results increases
with increasing density, with the largest error observed for
the saturated liquid at 220 K (5.3%). Furthermore, the

intramolecular vibration entropy Simv is negligible compared to
the other two components (Strn and Srot) in all cases (see
Figure 3). The change of entropy along the coexistence curve
is dominated by Strn, meaning that the change of density and
temperature affects the translational motion most. Srot is about
constant in the vapor phase, whereas it increases in the liquid
phase with increasing temperature and decreasing density. That
is, under high-density conditions, the rotational motion of CO2

molecules is hindered by the surrounding molecules, while the
molecular rotation hindrance is insignificant at low density
because of the weaker intermolecular interaction.
Figure 4 shows the energy along the vapor�liquid coexistence

curve. It is interesting to note that the total energy Emd fromMD
(sum of kinetic and potential energies, shown in open diamonds)
is overestimated in both phases, especially near the critical point,
when compared to the experimental data (solid curve). This

Table 3. Comparison between 2PT Properties of FEPM2
CO2 and the Experimental Data44a

state of

aggregation d T S2PT Sexp E2PT Emd Eexp ftrn frot

saturated liquid 1.1663 220 111.82 118.12 18.91 17.71 17.25 0.36 0.25

1.1292 230 116.56 121.59 19.16 18.85 18.06 0.40 0.26

1.0896 240 119.38 125.07 19.90 20.04 18.88 0.42 0.28

1.0467 250 123.68 128.64 21.04 21.18 19.74 0.44 0.29

1.0000 260 127.50 132.24 21.30 22.39 20.65 0.47 0.31

0.9470 270 131.35 135.94 22.34 23.65 21.61 0.51 0.33

0.8850 280 136.79 139.77 22.91 24.88 22.64 0.53 0.35

0.8058 290 141.66 143.95 24.76 26.27 23.81 0.57 0.39

0.6803 300 147.53 149.32 26.50 28.18 25.33 0.63 0.43

critical point 0.4662 304 156.09 156.58 27.52 30.36 27.32 0.70 0.48

saturated vapor 0.2703 300 163.86 164.68 29.76 31.99 29.28 0.78 0.58

0.1724 290 169.50 169.61 30.03 32.53 30.19 0.82 0.64

0.1220 280 171.63 172.73 30.12 32.65 30.59 0.85 0.69

0.0885 270 175.25 175.20 29.93 32.36 30.78 0.87 0.71

0.0645 260 177.07 177.44 30.57 32.26 30.86 0.88 0.73

0.0467 250 179.85 179.51 30.78 31.77 30.87 0.89 0.77

0.0333 240 182.56 181.67 30.81 31.45 30.82 0.90 0.79

0.0234 230 184.35 183.87 30.66 31.06 30.74 0.89 0.80

0.0160 220 186.71 186.24 30.62 30.62 30.62 0.89 0.81
aReference state of energy: saturated vapor at 220 K. Units: T in K, E in
kJ/mol, S in J/mol/K, and d in g/cm3.

Figure 2. The absolute entropy of CO2 along the vapor�liquid
coexistence curve (for CO2, Ttp = 216.6 K and Tc = 304.2 K) calculated
by the 2PTmodel (open circle) from 20-ps MD trajectories. The results
are compared with the experimental data44 (black solid line). The gray
dashed line indicates the entropy at the critical state. This shows that
2PT can provide a reliable entropy of CO2 vapor and liquid over a wide
range of conditions.

Figure 3. The absolute entropy (S2PT) its components (Strn, Srot, Simv)
of CO2 along the vapor�liquid coexistence curve. This shows that the
entropy of CO2 is dominated by contributions from translation and
rotational motions.

Figure 4. The internal energy of CO2 along the vapor�liquid coex-
istence curve calculated by the 2PTmodel (open circle) from 20-ps MD
trajectories. The results are compared with classical energy from MD
simulations (open diamond) and the experimental data44 (black solid
line). The gray dashed line indicates the energy at the critical state. This
shows that while MD energy difference between the vapor and liquid
phases (energy of vaporization) may be consistent with experimental
data, the value in each individual phase is incorrect. The 2PT energies are
in better agreement with the experimental data for both phases.
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indicates that, while the heat of vaporization obtained from Emd
may be consistent with experimental data over a wide range of
temperatures, the (dynamic and thermodynamic) properties
may be in error in both the vapor and liquid phases. In contrast,
the 2PT energies, which take the quantum correction into
consideration, are in good agreement with the experiment. The
components of the total energy E2PT are illustrated in Figure 5. In
both phases, Etrn and Erot slightly increase with the increasing
temperature, whereas Eimv is nearly constant. The change of the
reference energy (E0) dominates the temperature and density
dependence of E2PT. It is noteworthy that the fluctuations
observed in E2PT are a result of the fluctuation in Eimv, which is
affected by the energy equilibration between different
vibrational modes.
4.3. Comparison of Entropy from 2PT and Thermody-

namic Integration. Here, we validate the entropy change of
CO2 between two thermodynamic states from 2PT with that
from thermodynamic integration (TI). The entropy change by

Figure 6. The relative entropy of CO2 (d = 1.1663 g/cm
3, the saturated

liquid density at 220 K) from T = 600 to 220 K using the 2PT method
and thermodynamic integration calculations. This shows that the 2PT
entropies are consistent with those determined from TI.

Figure 7. The constant volume heat capacity of liquid CO2 (d = 1.1663
g/cm3, the saturated liquid density at 220 K) from T = 600 to 220 K.
Triangle, calculated from Cv = dE2PT/dT; square, heat capacity directly
from 2PT method (eq 17); circle, from TdS2PT/dT. This shows that the
direct calculation of the specific heat from the 2PT DoS is much more
accurate than deriving it from the changes in the calculated properties of
other variables.

Figure 5. The internal energy (E2PT) and its components (E0, Etrn, Erot,
Eimv) of CO2 along the vapor�liquid coexistence curve. This shows that
the total energy E2PT is dominated by the reference energy E0.

Figure 8. (a) The temperature components (circles for translation Ttrn,
squares for rotation Trot, and triangles for intramolecular vibration Timv)
from the simulations of CO2 at the critical point. The closed symbols
indicate temperatures in the 5th ns from a regular NVT simulation. The
open symbols represent results if the first 4 ns are subjected to velocity
rescaling. (b) Cumulative vibration degrees of freedom of the intramo-
lecular vibrations from simulations with (solid line) and without (gray
line) velocity rescaling. This shows that velocity rescaling provides
effective means for energy exchange between differentmodes of motions
in CO2.
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heating a fluid from T1 to T2 under constant volume can be
obtained from the temperature integration of the energy
(referred to as TI-E) or constant volume heat capacity (TI-Cv)
as follows:

SðT2, dÞ � SðT1, dÞ ¼
Z T2

T1

dE2PTðT0, dÞ
T0dT0 dT0 ð27Þ

SðT2, dÞ � SðT1, dÞ ¼
Z T2

T1

CV , 2PTðT0, dÞ
T0 dT0 ð28Þ

where d is the density of the system. Figure 6 shows the calculated
entropy change of CO2 from a saturated liquid atT1 = 220 K (d =
1.17 g/cm3) to a higher temperature (up to 600 K) under
constant density. Twenty sets of simulations were performed at
a temperature interval of 20 K between 220 and 600 K. The
parameters and settings for the simulations are the same as the
previous cases. Note that temperature 600 K is well above the
critical temperature of CO2 (at 304.2 K), so the fluid behaves like
a system of hard spheres. The integrations in eq 27 and 28 are
calculated numerically on the basis of the midpoint trapezoidal
rule. It can be seen that the entropy changes calculated from 2PT
(open sphere) and TI (open triangle for TI-E and open square
for TI-Cv) are identical within statistical uncertainty.
It should be noted that the relatively large standard deviation

seen in TI-E is a result of the energy fluctuations, mainly
due to intramolecular vibrations. Figure 7 compares the heat
capacity from the numerical derivative of energy (Cv =
(∂E(2PT))/(∂T)|d), entropy (Cv = (T∂S(2PT))/(∂T)|d), and
the value directly obtained from eq 17. The 2PT heat capacity
(open squares) is nearly constant with the increasing of

temperature, whereas the temperature derivative of either the
energy (open triangles) or the entropy (open spheres) shows
significant fluctuations. The fluctuation in the DoS distribution
(especially in the high frequency region, i.e., internal vibrations)
causes about 0.5�1 kJ/mol fluctuations in energy, resulting in
101∼102 J/mol K fluctuations in heat capacity from the numer-
ical derivative of E. While such fluctuations may be reduced by
longer simulations, the 2PT is capable of providing converged
properties (e.g., Cv) without the use of exhaustive samplings.
4.4. Thermal Equilibration in CO2 Simulations. We notice

that there is a weak coupling of internal vibrational and libration
modes with collisions for molecules like CO2 with no net dipole.
As a result, there is a poor thermal equilibration between different
types of motions (translation, rotation, and vibration) in the
system. Figure 8a illustrates the temperatures determined from
the corresponding kinetic energies of a simulation at the critical
point (304.2 K and 0.47 g/cm3). The temperatures are calculated
from the last 1 ns of a 5 ns NVT simulation. It is seen that the
translation and rotational temperatures (closed circles and
squares) fluctuate around 325 K, while the intramolecular
vibration temperature (closed triangles) fluctuates around 275
K over a time period of 1 ns. The slow convergence of these
temperatures indicates a poor energy exchange between different
types of motions in CO2. Also shown in Figure 8a are the
temperature components (open symbols) from a simulation that
has been subjected to velocity rescaling (as described in the
Computational Details) in the first 4 ns of simulation. It is seen
that the velocity rescaling effectively equilibrates the kinetic
energies of different types of motions. The system remains in
good thermal equilibration even without the velocity rescaling in
the fifth ns. The velocity rescaling is also important for obtaining

Figure 9. The 2PT thermodynamic (S, E, and Cv) and transport (diffusivity D) properties evaluated using different lengths of trajectories for saturated
vapor (open diamonds) and liquid (open squares) CO2 at 220 K. The error bars (of all the figures presented in this paper) indicate the standard
deviations from four samplings. This shows that the 2PT thermodynamic properties converge within 20 ps.
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the correct distribution of the degrees of freedom for the internal
vibrations (two angle bending, one symmetric, and one asym-
metric stretching). Figure 8b shows that the DFs of angle
bending and symmetric stretching are overestimated (by 0.2
and 0.1, respectively) if the temperatures associated with differ-
ent motions are not fully equilibrated (the gray line). When a
good equilibration is reached, a proper DF distribution is
obtained (black line). The distribution of DF has a significant
impact on the energy associated with vibrations (especially the
zero point energy). We note that if the DF of angle bending of
CO2 is 3% higher than the expected value (2), Eimv will be about
0.5 kJ/mol too low.
4.5. Convergence of Thermodynamic Properties. Figure 9

shows the thermodynamic and transport properties of saturated
vapor and liquid CO2 at 220 K evaluated using different lengths
of MD trajectory. It can be seen that thermodynamic properties
(E, S, and Cv) are converged within 20 ps for both phases, even
though the diffusivity is not fully converged. Similar results have
been reported for other organic solvents.34 While the gas�solid
decomposition in 2PT relies on the value of diffusivity, there
seems to be a good balance between the calculated properties in
from the solid and gas components such that the total property is
not sensitive to the accuracy of diffusivity. We regard this merit of
2PT which allows for obtaining accurate thermodynamic proper-
ties using a very short MD trajectory.

5. CONCLUSION

The two-phase thermodynamic (2PT) method is extended to
obtain the thermodynamic properties of fluids of linear mol-
ecules such as CO2. In 2PT, the properties are calculated on the
basis of proper statistical mechanical weighting to the normal
modes, or density of state (DoS) distribution, of a fluid. The DoS
can be analytically decomposed to contributions from molecular
translation, rotation, and intramolecular vibrational motions. In
molecular dynamic simulations, CO2 molecules are almost never
linear, and therefore, attention is required for the evaluation of
the rotational DoS and the rotational weighting functions.We show
that with proper treatment, both the energy (with quantum
corrections) and the absolute entropy of CO2 can be obtained
froma short, 20 psMD trajectory (when the system is equilibrated).
We have examined the calculations over a wide range of conditions
along the vapor�liquid coexistence curve. It is found that both the
2PT entropy and energy obtained from the FEPM2 force field are
in good agreement with the experiment. The agreement in energy
of vaporization between classical MD energy and experimental data
is a cancellation of errors in the energy of both the vapor and the
liquid phase. The 2PT energy, however, properly captures the
experimental energy variations along the coexistence curve. Our
results suggests that the classical force field may be refined on the
basis of the 2PT properties. Finally, we also validate the 2PT
entropy with those obtained from thermodynamic integration.
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