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compounds: First-principles interpretation of X-ray Raman measurements
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We elucidate the role of room-temperature-induced instantaneous structural distortions in the Li
K-edge X-ray absorption spectra (XAS) of crystalline LiF, Li2SO4, Li2O, Li3N, and Li2CO3 using
high resolution X-ray Raman spectroscopy (XRS) measurements and first-principles density func-
tional theory calculations within the eXcited electron and Core Hole approach. Based on thermody-
namic sampling via ab initio molecular dynamics simulations, we find calculated XAS in much better
agreement with experiment than those computed using the rigid crystal structure alone. We show that
local instantaneous distortion of the atomic lattice perturbs the symmetry of the Li 1s core-excited-
state electronic structure, broadening spectral line-shapes and, in some cases, producing additional
spectral features. The excellent agreement with high-resolution XRS measurements validates the ac-
curacy of our first-principles approach to simulating XAS, and provides both accurate benchmarks
for model compounds and a predictive theoretical capability for identification and characterization
of multi-component systems, such as lithium-ion batteries, under working conditions. © 2014 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4856835]

I. INTRODUCTION

Lithium is an abundant element with low mass and high
mobility, making it attractive as a component in chemical1, 2

and electrochemical3 energy storage technologies. Its low
electronegativity and small ionic radius facilitate high re-
activity and diverse chemical bonding and coordination in
the solid state. Despite this versatility, large-scale adoption
of lithium-based energy storage technologies depends criti-
cally on establishing sustained reversibility between the op-
erational end states (e.g., charged-discharged states in a bat-
tery). Reversibility can be compromised by inefficiencies in
the storage reaction or by competition from secondary re-
actions that consume reagents.4 The creation of kinetically
trapped species due to deficient cationic mobility5 and the
decomposition of the electrolyte on the surface of a battery
electrode6 are examples of the two general cases, respectively.
Both mechanisms can also intertwine, e.g., when the charge
transport through a solid layer resulting from electrolyte de-
composition determines electrochemical performance.7

Rational design solutions, which maximize the utiliza-
tion and life of these storage active materials, depend criti-
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cally on an atomic-scale understanding of the reaction mech-
anisms and kinetics. Modern spectroscopic tools can probe
vibrational and electronic degrees of freedom to elucidate the
complex chemistry and physics in solids, and X-ray spectro-
scopies offer element-specific information by directly prob-
ing atomic core-levels of a given element present in the
sample under study. X-ray absorption spectra (XAS), in par-
ticular, near-edge X-ray absorption fine structure (NEXAFS
or XANES), can be interpreted as a map of element-specific,
local, unoccupied electronic structure.8, 9 In this work, we fo-
cus on XAS excitation energies close to the Li 1s core-level
absorption threshold (∼55–63 eV). Typically, direct, resonant
soft-X-ray photon absorption is limited by attenuation to stud-
ies of extremely thin samples or surfaces, which presents ob-
vious challenges for probing a buried electrochemically ac-
tive interface in situ. X-ray Raman spectroscopy (XRS)10 is
a complimentary, bulk-sensitive technique, which measures
inelastic scattering of an incoming beam of hard X rays
(>5000 eV), focusing on energy losses in the energy re-
gion of a given elemental absorption edge. Previously, XRS
measurements have been resolution-limited with respect to
complimentary NEXAFS experiments. However, recent tech-
nical developments have enabled high resolution (∼0.3 eV)
probing of materials with low absorption thresholds, such as
lithium, using hard X-ray light sources.11, 12 With minimal
momentum transfer, XRS can be considered equivalent to
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corresponding NEXAFS/XANES measurements, which are
solely selective to electronic transitions that obey dipole-
selection rules.9

The data collected during an XAS/XRS experiment
include signatures of various electronic transitions from
atomic core-levels to accessible unoccupied states as the
energy is swept through an element’s absorption edge. This
signature is highly specific to a given compound, enabling
the use of fingerprints from reference samples to identify
chemical components of the system under study.13, 14 How-
ever, reactions that are controlled by an electrochemical
potential typically involve extreme conditions and chemical
states that are challenging to prepare by any other methods.
Further, signals can become extremely convoluted in the
presence of multiple competing reactions that can each lead
to a mixture of products; the simultaneous decomposition
of non-aqueous electrolyte solvents during the lithiation of
graphite15, 16 or the oxygen reduction reaction by lithium17

are canonical examples. These cases may limit the efficiency
of experimental fingerprints in interpretation of measured
spectra, and so, theoretical approaches to simulate and
interpret XAS may be vital.15

In response to this, we have been developing a first-
principles theoretical approach to interpret the XAS of com-
plex materials. Our approach exploits an efficient occupation-
constrained excited-state density functional theory approach,
referred to as eXcited electron and Core-Hole (XCH).18–20

In this work, we utilize the XCH approach to predict the
spectra of a series of lithium compounds: LiF, Li2SO4, Li2O,
Li3N, and Li2CO3. These compounds were selected as case
examples for this proof-of-concept study, because they are
relatively simple and known to be involved in reactions of
relevance to electrochemistry4, 6, 21 and hydrogen storage.1, 22

In addition, we use configurational sampling from ab ini-
tio molecular dynamics (AIMD) simulations to quantify the
effect of nuclear dynamics at finite temperature on the ex-
cited electronic states and associated spectral features. For
comparison and validation, the experimental spectra were
collected by high resolution XRS. These measurements are
bulk-sensitive, reducing the effect of surface contamination
in the measurements. Considering the chemical sensitivity
of lithium compounds to the environment; such contamina-
tion can dominate surface-sensitive NEXAFS/XANES spec-
tra, particularly where the signal is collected as total electron
yield, and the electron mean-free-path may be limited to ∼1–
10 nm. Our calculated XAS and measured XRS spectra are
found to be in excellent agreement. Most significantly, our
first-principles simulations show how the interplay between
instantaneous distortions in the crystal lattice at finite temper-
ature and the character of the ground state density of states
conspire to activate dipole-forbidden pre-edge transitions in
LiF, which is confirmed by our high resolution, bulk-sensitive
XRS measurements. Energetic reordering of the lithium 1s
excited states in other compounds is shown to preclude a sim-
ilar pre-edge feature.

The remainder of this paper is arranged as follows:
in Sec. II we present the theoretical and experimental ap-
proaches, followed by an interpretation of our results in
Sec. III and a concluding summary in Sec. IV.

II. THEORETICAL AND EXPERIMENTAL
APPROACHES

A. Theoretical methods

1. Simulating X-ray absorption

Our goal is to simulate the X-ray absorption cross sec-
tion, σ (ω), of a given atomic structural model resonant with
the core-level(s) of one of its constituent elements. Theoreti-
cal methods of accomplishing this all employ various approx-
imations to Fermi’s golden rule:

σ (ω) = 4π2α0¯ω
∑

f

|Mi→f |2δ(Ef − Ei − ¯ω), (1)

where α0 is the fine structure constant, Mi->f are the transition
matrix elements between the initial and final states, of energy
Ei and Ef, respectively, and ¯ω is the energy of the incoming
photon which should match Ef − Ei. The electronic ground
state (GS) of the system is assumed as the initial state.

Theoretical methods vary in their approximation of the
many-body ground and core-excited final states and their cor-
responding transition matrix elements. In the context of mod-
eling XAS in solid-state, periodic systems, approaches can be
divided into two classes, which treat the core-excited atom
and resultant excited-state electronic structure either as (1)
an isolated embedded cluster or (2) as a periodic array of
well-separated defects. The former class is typically limited
to approaches employing a localized orbital representation
of electronic structure and is common in the quantum chem-
istry community. The latter is more familiar to the solid-state
physics community.

The localized nature of the core-excited state seems to
favor both approaches, although the description of how local-
ized states are embedded in a continuum of electronic states
present in a periodic system is perhaps more readily describ-
able in the latter. In either case, the particular physical approx-
imation used to describe the core-excited state can vary from
a many-body approach to a simpler effective-single-particle
picture. Quantum-chemists favor the configuration interaction
method and algorithmic modifications within that space,23

while solid-state physicists often employ many-body pertur-
bation theory to solve for electron-hole interactions using the
Bethe-Salpeter equation.24 However, in strongly correlated
systems, where descriptions of core-excited states beyond sin-
gle electron-hole pairs are necessary, hybrid approaches are
required25 which can adequately project periodic band struc-
ture onto cluster models that are amenable to exact diagonal-
ization or configuration interaction.

However, if we limit ourselves to K-edge excitations
(i.e., excitations from the 1s core of the element of inter-
est), as in this work, then reasonable (and computationally
much cheaper) approximations to XAS are possible using
density functional theory (DFT), in which the core-excited
state is modeled using the effective-single-particle (Kohn-
Sham) basis of a perturbed Hamiltonian. This perturbation is
introduced as an orbital occupation constraint within standard
DFT, whereby the electron density is constructed from Kohn-
Sham orbitals with modified occupations. In this context,
the transition matrix elements are computed in the effective
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single-particle approximation, using individual Kohn–Sham
Density Functional Theory (KS-DFT) eigenstates, which cou-
ples the core-electron of the ground state with the accessible
empty states of the final (core-excited) state:

Mi→f = 〈�f |ε̂ · R|�i〉 ≈ S〈ψf |ε̂ · r|ψi〉. (2)

In this expression, upper-case refers to many-body eigen-
states and operators and lower-case refers to effective-single-
particle analogs. Computational cost is typically reduced by
modeling only the lowest-energy core-excited state, with the
remaining orbitals generated non-self-consistently from the
same self-consistent potential. In that approximation, the pref-
actor, S, above is assumed constant across all excitations.

There is a diverse spectrum of DFT-based approaches to
modeling XAS, classified by the various approximations to
the final state within KS-DFT. Early attempts to model the fi-
nal state include: the Z + 1 approach,26 which uses the ground
state of a system in which the next element (Z + 1) in the pe-
riodic table is substituted for the excited atom; transition po-
tential calculations,27 where the final states and energies are
represented by the set of unoccupied orbitals derived from a
self-consistent field in which “half” the core electron is ex-
cited – so-called Half-Core-Hole – a modified version of an
approximation originally proposed by Slater;28 and the full-
core hole approach,29 which models the full response of the
unoccupied states to the presence of a core-hole.

In our approach, we follow the Delta-Self-Consistent-
Field (
SCF) procedure to approximate the lowest energy,
adiabatic, core-excited state within a constraint on orbital oc-
cupation, which we have dubbed the XCH method,18 where
the core hole produced by the absorption of an X-ray photon
is introduced in the presence of the associated excited elec-
tron, placed in the lowest available unoccupied state, and the
resulting self-consistent field is used to produce a spectrum
of further excited (unoccupied) states. Others have used this
approach in the solid-state context.30, 31 We adopted this ap-
proach due to its accuracy and transferability across a range
of isolated and condensed-phase material contexts and its use
of a formally neutral excited-state self-consistent charge den-
sity. Previous application to a molecular solid, ice Ih,18 in-
dicates that neither FCH nor HCH accurately reproduces the
O K-edge XAS in the near-edge region, while the XCH ap-
proach captures the correct electronic response to localized
excited states in which the excited electron effectively screens
the core-hole from distant valence electrons.

Our calculations represent electronic structure using a
plane-wave basis, employing periodic boundary conditions.
This is an effective numerical approach to faithfully model
crystalline phases; to approximate disordered condensed
phases; or even to model finite systems, provided the unit cell
(or supercell) is sufficiently large. Consequently, numerically
converged XAS requires a dense sampling of electronic struc-
ture with respect to electron wave-vector in the first Brillouin
zone (so-called k-point sampling).19, 32 To this end, an effi-
cient generalization33 of the k-space interpolation scheme for
electronic structure presented by Shirley34 can be used to cal-
culate the k-dependent band structure from a given effective
single-particle Hamiltonian at little extra computational cost.

This scheme increases the efficiency of our calculations by
one to two orders of magnitude.

Our plane-wave calculations do not explicitly include
core-electrons and use the pseudopotential approximation in-
stead. Hence, the core-hole is ultimately modeled using a
modified pseudopotential derived from an approximation to
the core-excited atom which employs the same XCH orbital
constraint described above. Known deficiencies in KS-DFT,35

particularly the underestimation of bandgaps36 and concomi-
tantly bandwidths due to inaccurate quasiparticle (excita-
tion) energies,37 are also evident in simulated XAS. However,
quantitative agreement with experiment is possible by uni-
formly stretching the energy axis of the resulting excited-state
KS-DFT spectrum and we apply that approach here.

Recently, we have found that the inclusion of thermal
effects by averaging over individual snapshots from molec-
ular dynamics configurations greatly improves the agreement
with experiment.20, 32, 38 Sampling a thermodynamic ensem-
ble in this way is similar in spirit to the actual experimental
probe, which instantaneously samples many molecular con-
figurations. Recent studies of the XAS of aqueous alanine
and sarcosine39 and pyrrole32 using our XCH-MD approach
have demonstrated that the inclusion of finite-temperature ef-
fects leads to much better agreement with experiment. Previ-
ous work has focused on the use of empirical force-fields, but
here we adopt ab initio MD to model the finite-temperature
dynamics of lithium compounds (see below).

2. Computational details

All our DFT calculations employ the PBE GGA
functional.40 Plane-wave pseudopotential calculations used
ultrasoft pseudopotentials41 and a kinetic energy cutoff for
electronic wave functions (density) of 25 (200) Ry. The
PWSCF code within the Quantum-ESPRESSO package42

was used to generate the core-excited (XCH) Kohn–Sham
eigenspectrum. Based on a numerically converged self-
consistent charge density, we generated the unoccupied states
for our XAS calculations non-self-consistently, sufficiently
sampling the first Brillouin zone with a 5 × 5 × 5 uni-
form k-point grid, employing an efficient implementation
of the Shirley interpolation scheme34 generalized to han-
dle ultrasoft pseudopotentials.33 Matrix elements were evalu-
ated within the projector-augmented-wave (PAW) frozen-core
approximation.43 Core-excited ultrasoft pseudopotentials and
corresponding atomic orbitals were generated with the Van-
derbilt code.41 Our excitation energies were convoluted with
a 0.1 eV Gaussian function to produce continuous spectra.
Due to underestimation of bandwidths by PBE, the resulting
spectra were uniformly stretched by 10%–25% to improve
experimental agreement (Table II). We calculated the aver-
age Li spectrum for each compound. For crystals, the spec-
trum of each symmetry-inequivalent lithium atom was de-
termined, while for the thermally disordered MD snapshots,
the spectra of all Li atoms were sampled. Large supercells
(comprising multiple primitive cells) are employed so that the
electronic excited state density around the excited atom is suf-
ficiently contained in order to accurately model at least the
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first core-excited state. Where computationally feasible, we
verified that our simulated spectra were converged with re-
spect to supercell size.

3. Alignment of calculated spectra using
formation energies

Pseudopotentials are designed to reproduce valence elec-
tron scattering from the atomic nucleus and core electrons,
reproducing the valence eigenenergies of an isolated atom,
but they do not reproduce total energies due to the miss-
ing contributions of the core-electrons. Therefore, we can-
not make quantitative comparisons between the energies of
ground and core-excited systems within the pseudopotential
approximation, since the core-excited (XCH) state is mod-
eled using a substituted pseudopotential. Typically, simulated
XAS from pseudopotential calculations include an empiri-
cal shift to align with experimental energy scales (or vice
versa). Schematically, one can associate the calculated core-
excited conduction band minimum or lowest unoccupied or-
bital energy with the measured absorption onset. While possi-
bly sufficient for systems with spectra resulting from only one
chemically unique atom, more complex systems require a
predictive approach capable of providing the correct relative
alignment between core-excited atoms in different chemical
contexts.

Within the same supercell calculation, one can obtain an
accurate relative alignment of the excitation energies of sym-
metry inequivalent atoms, by directly comparing the excited
state total energies, since each involves the same numbers and
types of atoms under the same periodic boundary conditions.
When sampling snapshots from molecular dynamics trajecto-
ries, one can accurately align the spectra of atoms in different
snapshots provided the periodic boundary conditions are fixed
(constant volume and lattice constants). However, aligning
spectra from systems with different boundary conditions, or
differing numbers and types of atoms requires an alternative
approach. Therefore, we have developed a method of align-
ing simulated XAS using pseudopotentials which references
the excitation energies of an isolated atom under the same
boundary conditions20, 44 while relying on one rigid shift in

energy to align with some measured reference system.
Pickard and co-workers have independently developed a very
similar approach.45

Our approach allows us to directly compare our calcu-
lated lithium K-edge spectra across various compounds with
differing cell symmetries and volumes. This scheme has al-
ready proved effective for carbonates and carbon dioxide20

and for copper oxides.44 In this study, we chose lithium fluo-
ride as our reference system and shift our calculated spectra
by +56.75 eV to match the measured first major peak (this
shift is unique to the pseudopotentials used in this study). We
will show that we can predict the main peak of the remaining
lithium compounds to within 0.2 eV by applying the same
shift.

4. Ab initio Molecular Dynamics (AIMD)

Previous studies of the role of dynamics on spectra of
condensed phase systems using the XCH approach relied on
empirical interaction potentials (forcefields) that do not in-
clude charge polarization effects and strictly should not be
assumed accurate in modeling systems not explicitly consid-
ered in the parameterization. AIMD overcome these two ba-
sic limitations of classical forcefields by accounting for the
electronic degrees of freedom on the fly during the classi-
cal motion of the nuclei, although at significant computational
cost. AIMD simulations are expected to be more accurate and
transferable than classical forcefields, especially in modeling
the dynamics of solids where the underlying DFT functional
can reasonably describe the ground state density.

AIMD simulations were performed on supercells of the
bulk solids (Table I). We used a modified version of the
mixed Gaussian and plane wave code46 CP2K/Quickstep.47

We employed a triple-zeta basis set with two additional sets
of polarization functions (TZV2P)48 and a 320 Ry plane-
wave cutoff. The unknown exchange-correlation potential is
substituted by the PBE generalized gradient approximation40

(consistent with our XAS simulations), and the Brillouin
zone is sampled at the �-point only. Interactions between
the valence electrons and the ionic cores are described by
norm-conserving pseudopotentials.49 The Poisson problem is

TABLE I. Description of systems for ab initio MD simulations and XCH calculations.

Crystal
symmetry

Primitive cell dimension
(a,b,c,α,β,γ ) Supercell # of atoms 〈MD cell〉 % cell expansion

LiF57 rock salt
(cubic)

a = b = c = 4.028 Å,
α = β = γ = 90

2 × 2 × 2 64 a = b = c = 8.28 Å 5.4%

Li2O63 anti-fluorite
(tetrahedral)

a = b = c = 4.61 Å,
α = β = γ = 90

2 × 2 × 2 96 a = b = c = 9.41 Å 2.0%

Li3N67 Hexagonal a = b = 3.65 Å,
c = 3.85, α = β = 90,

γ = 120

3×3×3 108 a = b = 10.99 Å,
c = 11.68 Å

6.67%

α-Li2SO4
61 Monoclinic a = 8.24 Å, b = 4.95 Å,

c = 8.47 Å, α = γ = 90,
β = 107.98

2 × 3 × 2 336 a = 17.04 Å,
b = 15.37 Å,
c = 17.53 Å

3.4%

Li2CO3
68 Monoclinic a = 8.35 Å, b = 4.97 Å,

c = 6.20 Å, α = γ = 90,
β = 114.83

2 × 3 × 3 432 a = 17.08 Å,
b = 15.26 Å,
c = 18.60 Å

2.3%
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tackled using an efficient Wavelet-based solver.50 Equilibra-
tion simulations were run for at least 20 ps with a 0.5 fs time-
step in the constant pressure (1 bar), constant temperature
(298 K) ensemble, using a Nose-Hoover thermostat (damp-
ing constant of 100 fs) and an Andersen barostat (pressure
damping constant of 2 ps). This was followed by 10 ps of
constant volume, constant energy simulations. Snapshots of
the system were saved every 2 ps (a total of 10 snapshots) for
first-principles X-ray calculations.

B. Experimental X-ray Raman spectroscopy

A specially designed Swagelok-type cell with a 1 μm
thick, 5 × 5 mm2 Si3N4 membrane (Silson, Inc.) was used to
probe bulk samples under inert conditions. All handling and
storage of the air sensitive compounds was performed in an
argon-filled glovebox with O2 and H2O levels below 1 ppm.
Commercially available powders of LiF, Li2SO4, Li2O, Li3N,
and Li2CO3 were used without purification.

X-ray Raman spectroscopy was carried out using the
40 crystal x-ray Raman spectrometer at beamline 6-2 at the
Stanford Synchrotron Radiation Lightsource (SSRL).12 With
the beamline Si(311) monochromator and the spectrometer
Si(440) reflection, an overall energy resolution of 0.3 eV was
achieved. In order to minimize the non-dipole contributions,
as well as the Compton scattering background within the
Li XRS region, we used the three lowest momentum trans-
fer columns of the spectrometer (0.86 Å−1, 1.20 Å−1, and
1.54 Å−1, respectively); therefore, only 15 out of the 40 ana-
lyzers of the spectrometer were used for this study. The q〈r〉
product within the exponential term of the scattering factor
S(q,ω)12 remained well below unity when accounting the Li
1s orbital mean radius (〈r〉 = 0.18 Å). When this exponent
is Taylor expanded, the dipole term represents ∼90% of its
overall value. Neglecting the higher order terms a matrix el-
ement identical to Fermi’s Golden Rule in direct soft-XAS is
produced.12 The higher order terms might give a small con-
tribution from s-derived states in the XRS spectra (see, e.g.,
Ref. 13 for the sensitivity of s-derived state contribution to
the momentum transfer q in XRS from Li2O2). The data were
collected in reflection geometry with an incident angle of 8◦.
Multiple datasets were recorded for each sample and standard
data processing was performed, e.g., normalization to the in-
tensity of the incoming beam, averaging, background correc-
tion, and normalization to the edge jump.

III. RESULTS AND DISCUSSION

A. Lithium fluoride

As a first test case for accessing the ability of our
XCH calculations to reproduce the experimental spectrum
of lithium containing materials, we consider lithium fluo-
ride (LiF), an ionic, colorless (14.1–14.5 eV bandgap51) solid
that precipitates in the SEI of many Li-ion batteries, possi-
bly from the breakdown and reaction of the PF6

− counte-
rion with lithium.52 At ambient pressures and temperatures,
LiF exhibits a cubic, rock salt crystal structure (Fm-3m space
group, a = 4.025 Å). Our measured XRS spectrum (Fig. 1) is

FIG. 1. X-ray absorption spectra of LiF from XRS measurements (black
line) compared to XCH calculated spectrum using the static crystal (blue
line) and the ensemble averaged spectrum using snapshots from an AIMD
simulation at ambient conditions (red line). We shift the calculated spec-
tra by +56.75 eV and dilated by 12% to better match experiment. Overall,
the agreement to experiment is very good to excellent although the inten-
sity of the higher energy features is underestimated. The spectrum from the
MD snapshots is in better agreement to experiment and displays the promi-
nent pre-edge feature at 61.5 eV that is absent in the spectrum of the perfect
crystal.

relatively straightforward, with a main peak at 61.9 eV, some
broad features from 63 to 64 eV, and a second peak around
70 eV, and is generally consistent with previous XANES and
NEXAFS measurements.13, 53, 54 Of particular interest, we find
a prominent pre-edge shoulder (below 61.9 eV) in the XRS
spectrum (this feature appears between 61.5 and 61.7 eV in
previous XAS measurements). The origin of this feature has
been discussed with some controversy in the literature. In one
case, it has been proposed to arise from lattice vibrations,
which break the crystal symmetry slightly, allowing elec-
tronic transitions to a nominally dark, strongly bound s-like
exciton.55 Alternatively, this feature is proposed to arise from
quadrupole (q-dependent) contributions,56 although we note
that q-dependence cannot explain the appearance of this fea-
ture in resonant NEXAFS/XANES measurements,13, 54 since
these techniques do not result in significant momentum trans-
fer to enable quadrupole transitions at the Li K edge.

We performed electronic structure calculations on LiF us-
ing a 2 × 2 × 2 supercell (64 atoms) of the cubic LiF crystal
structure57 (Table I). The first main peak in the experimen-
tal XRS spectrum is well resolved at 61.9 eV, so we applied
a uniform shift of +56.2 eV in order to align our calculated
XCH spectrum (this shift is unique to the pseudopotentials
used in this study). The calculated XAS for the static crystal,
i.e., the undistorted supercell, is in reasonable agreement with
experiment (Fig. 1) and with previous BSE calculations using
either pseudopotentials13 or an all-electron formalism.56 We
note here that theoretical deficiencies of our DFT calculations
lead to spectral widths that are too narrow (indeed, the DFT-
PBE functional used in this work underestimates the valence
bandgap of LiF by ∼50%). We found that uniformly stretch-
ing our calculated spectra by a factor of 1.12 (Table II) greatly
improved agreement with experiment, as accessed by numer-
ical fitting of the two major peaks. Our calculations generally
underestimate the oscillator strengths of excitations beyond
the first main peak, possibly due to omission of momentum
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TABLE II. Calculated chemical shifts of Lithium compounds after initial alignment with LiF (+56.75 eV). The DFT bandgaps and band-edges are underesti-
mated compared to experiment, so we uniformly stretch our spectra to better match experiment.

Expt. onset Calc. onset crystal Calc. onset MD Expt. bandgap DFT-PBE bandgap Spectra stretching
(ev) (eV) (eV) (eV) (eV) factor

LiF 60.17 60.17 60.17 14.1–14.5a 8.94 1.12
Li2O 58.96 59.03 59.05 7.99b 4.25 1.25
Li3N 55.00 54.93 54.95 1.3c 1.13 1.15
Li2SO4 58.46 59.04 58.22 6.7 1.30
Li2CO3 57.58 57.92 57.84 5.8 1.12
‖Error‖ 0.21 0.13

aReference 51.
bReference 69.
cReference 64.

transfer (q-dependence),56 although such non-dipole contri-
butions should be small in our experiments, or from many-
body excitations at higher energies. Additionally, the higher
energy features of the calculated spectra appear sharper than
the experiment possibly due to our use of a smaller (0.1 eV)
numerical broadening than the estimated experimental reso-
lution (0.3 eV).

Our calculated XAS using 10 snapshots from 298 K
AIMD simulations (XCH-MD) is in better agreement with ex-
periment. Here, we applied the same energy shift and dilation
as for the static crystal. In the static crystal, the XCH density
of states indicates that the first major peak at 61.9 eV arises
from three degenerate p-like states (Fig. 2(a)). At finite tem-
perature, we observe a breaking of the degeneracy into a broad
distribution of states (Fig. 2(b)). In other words, finite temper-
ature dynamics modify the energies of the excited electronic
states to produce a distribution of energies which naturally
broadens this spectral feature. In the past it has been typical
to introduce effects due to thermal broadening in theoretical
spectra by simple convolution with a Gaussian function, with
an inherent assumption that individual electronic eigenener-
gies sample a normal distribution. By employing MD sam-
pling, we make no such assumptions in our analysis, but in-
stead allow the intrinsic degrees of freedom in these systems
to define these distributions.

More importantly, we observe the appearance of a pre-
edge feature at 61.5 eV in the XCH-MD spectrum; this fea-
ture is completely absent in the static crystal spectrum. To
better understand the role of temperature in activating this pre-
edge feature, we separately considered the character of each
of the low energy excited states. As shown in Fig. 2(c), the
lowest energy excited state in LiF is s-like, i.e., there is no
node at the lithium nucleus for this state, in contrast to the p-
like states that constitute the main edge (Figs. 2(c) and 2(d)).
In the case of the static crystal, the electron probability dis-
tribution of the s-like state is centered on the excited lithium
atom with a first moment equal to zero, i.e., this state has no
p-character within a spatial volume that contains the lithium
1s core state. Optical excitations of the lithium 1s electron
to this state are thus forbidden due to the dipole selection
rules (�l = ±1), meaning that this state is “dark.” On the
other hand, as shown in Fig. 2(d), a single snapshot sampled
from our AIMD trajectory indicates that finite temperature in-
stantaneous distortions can lead to broken inversion symmetry

about the excited lithium site and a distorted excited state that
acquires p-character (i.e., develops a non-zero first moment)
inside the volume spanned by the Li 1s electron. Since we as-
sume that the Li 1s electron moves rigidly with the lithium
nucleus, transitions to the distorted s-like state at finite tem-
perature become “bright” and render that feature visible. We
note that the energy of the pre-edge feature in our calculations
is lower than that seen experimentally. This possibly arises
from many-body effects that are not present in our effective
single-particle approach. Specifically, in the symmetric LiF
crystal, one might expect that exchange repulsion in the 1s ->
2s exciton would be stronger than in the 1s -> 2p case and
this might in fact reduce the splitting in energy between these
two transitions, increasing the absolute energy of the “s-like”
pre-edge transition, bringing it closer to the main edge.

Population analysis of our AIMD simulation also reveals
a fundamentally asymmetric Li–F bonding environment at fi-
nite temperature, where the nominally 2.01 Å Li–F bond splits
into two distinct distributions centered at 1.95 Å and 2.13 Å
(Fig. 2(d)). Integrating the area under the curve for each of
the bimodal distributions, we find that there are on average
four short and two long Li–F bonds at a given Li site at any
time. Within a tight-binding approximation, one would ex-
pect p-state energies to increase (decrease) with decreasing
(increasing) Li–F bond-length and the natural asymmetry of
the bimodal distribution may well be the origin of the asym-
metric line shape in the main peak. It clearly drives the inten-
sity of the pre-edge feature, which relies on broken octahedral
symmetry. This instantaneous asymmetric bonding predicted
for LiF may be common to other rocksalt crystals. An unre-
lated temperature dependent neutron scattering study on lead
chalcogenides (PbSe and PbTe) showed that with increasing
temperature, entropic stabilization leads to two families of
long and short bonds in these rock salt crystals.58

As noted above, NEXAFS and XANES
measurements13, 54 exhibit pre-edge features in the spec-
trum of LiF, and so the view that pre-edge features in LiF
arise solely from quadrupole terms at high momentum
transfer56 appears insufficient. Indeed, our calculations
indicate that finite temperature instantaneous distortion of the
crystal structure is the origin of the pre-edge feature in the
absence of quadrupole contributions, since our method does
not include contributions beyond the dipole approximation.
We note, however, that in previous NEXAFS and XANES
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FIG. 2. (a) Comparison of the experimental (black dashed line) and calculated spectra using the static crystal (solid blue line) and snapshots from an AIMD
simulations (solid red line). The squares represent the transition matrix elements that give rise to spectral features in the static crystal (blue) and MD aver-
aged (red) structures. The excited electronic states that give rise to each spectral feature are indicated. Instantaneous distortion of the crystal lattice at finite
temperature breaks the degeneracy of the 3 p-like states in the static crystal and produces a much broader spectrum that more closely matches experiment.
The pre-edge feature at 61.5 eV is dark in the perfect crystal spectrum due to the dipole selection rules, but has some intensity at 298 K. (b) Distribution
of the energies of the s-like (blue) and p-like (red) low energy excited states of LiF from XAS calculations on 10 snapshots of an AIMD simulation at 298
K (640 datapoints). The dashed lines represent the energy of the states from the static crystal. Molecular dynamics leads to broad distribution of the elec-
tronic excited state energies and shifts, with the average energy of the s-like state moving closer to the p-like states by 0.2 eV. (c) Representative electron
density plot of the 1st (s-like) and 2nd (p-like) excited states in the static 0 K crystal. The lithium (green sphere) and fluorine atoms (light blue spheres) are
shown. We adopt the convention that the positive phase of the density is colored magenta, while the negative phase is colored yellow. We only show 1 of
the 3 p-like states. The symmetric s-like state is centered on the excited lithium atom. Excitation to this state is forbidden due to the dipole selection rules,
meaning that this state is dark. (d) Representative electron density plot of the 1st and 2nd excited states of LiF from sampling every lithium in 10 independent
snapshots of a 298 K AIMD simulations. Instantaneous distortions in the crystal lattice lead to an asymmetric, distorted excited state that overlaps with the
lithium 1s electron and becomes “bright.” Here, we show the excited lithium atom that contributes most to the pre-edge feature for demonstration purposes.
(e) Distribution of every Li–F bond distances from 1000 snapshots in a 10 ps constant volume, constant energy (NVE) AIMD simulation. The bond lengths
(black line) is best fitted by two independent Gaussian functions, so that the normally symmetric 2.01 Å Li–F bonds in the static crystal splits into two unique
distributions at finite temperature: four “short” bonds centered at 1.95 Å (shaded solid green line) and two “long bonds” (shaded striped blue line) centered
at 2.13 Å.

measurements,13, 54 the pre-edge intensity is much larger
than that predicted by our calculations. To test the effect
of temperature on the intensity of the pre-edge feature, we
performed XCH/MD calculated at temperatures up to 500 K.
These calculations, however, did not lead to a significantly
greater pre-edge feature. This suggests that the more intense
pre-edge feature observed experimentally likely arises from
halide vacancies (color centers) induced by beam damage59

or self-trapped excitons,60 which would introduce static struc-

tural disorder, distorting the local octahedral coordination of
Li sites – a proposition we are currently investigating.

B. Lithium sulfate

We now consider the XAS of another ionic lithium com-
pound, Li2SO4, a white solid at room temperature. While
the solid has monoclinic symmetry, each lithium atom has
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FIG. 3. (a) Comparison of the measured XRS spectrum of Li2SO4 (black line) with the XCH calculated spectrum using the static crystal (blue line) and the
ensemble averaged spectrum from 298 K AIMD snapshots (red line). Similar to LiF, we find a low energy s-like state in the crystal that gives rise to a pre-edge
feature at 58.5 eV at finite temperature but is absent from the static crystal. Our XRS spectrum shows a change in slope between 59.2 and 59.5 eV (as indicated
by the black arrows) that may indicate the presence of this s-like state. (b) and (c) Representative first excited state of the static crystal and AIMD snapshots,
respectively. The lithium (green), sulfur (yellow), and oxygen atoms (red) atoms are indicated. The color scheme for the states is the same as in Fig. 2. The
s-like state acquires p-like at finite temperature to produce a pre-edge feature, similar to LiF. (d) and (e) Representative second, p-like excited state of the static
crystal and finite temperature structure, respectively.

6 neighbors in a quasi-octahedral geometry.61 For the pur-
poses of this study, we focus on the most abundant alpha (α)
phase. Previous studies have indicated that there is a phase
transition to a “free rotor” phase above 848 K.62 The exper-
imental XRS spectrum at room temperature is again rather
simple and similar to that of LiF: the first major peak lies
at 61.72 eV and a second at 67.25 eV, with no other major
features (Fig. 3(a)). Our calculated XCH spectrum using the
static crystal reproduces the energies of these major peaks
quite well, although similar to LiF, the relative intensity of
the second major peak is underestimated compared to exper-
iment. Again, this may be due to missing quadrupole transi-
tions in our calculations. We note that by applying the same
+56.75 eV shift as for LiF, we predict the first major peak
at 60.9 eV, which is in excellent agreement with experiment
(Table II).

The XAS calculated from the 10 MD snapshots is in
much better agreement with experiment than that of the static
crystal. The first peak of the MD spectrum is much broader
than that of the static crystal and more closely matches the
experiment. This first peak in the static crystal arises from
three p-like states that are separated in energy by ∼1 eV
(Figs. 3(d) and 3(e)). The relative energies of these states are
modified at finite temperature, however, to produce a much
broader distribution, and hence a broader spectrum. This is
reminiscent of the splitting of the degenerate p-like states in
LiF. Additionally, our XCH-MD spectrum has a rather faint
s-like (Fig. 3(c)) pre-edge feature at 58.5 eV. This s-like state
is also present in the static crystal (Fig. 3(b)), but is centro-
symmetric about the excited lithium atom and so does not
produce a pre-edge feature, as was the case in LiF. The pre-
edge feature is not easily resolved in experiment, although we
note that there is a change in slope in the XRS spectrum be-

tween 59.2 and 59.5 eV that may indicate the presence of this
low lying state.

C. Lithium oxide

So far we have examined the X-ray spectra of ionic
lithium compounds, so it is reasonable to ask whether the low
lying s-like state found in LiF and Li2SO4 is a common fea-
ture in the X-ray spectra of all lithium containing compounds,
i.e., less ionic lithium compounds. Here, we measure the ion-
icity of the compound by the character of the bands around the
conduction band minimum (CBM): in very ionic compounds,
the bands around the CBM would be expected to be dom-
inated by cation (in this case lithium) s character, while in
a more covalent compound the cation s-electron is involved
in bonding and so features in the valence band maximum.
As a test case, we consider lithium oxide (Li2O), a white
(7.99 eV bandgap63) solid with the anti-fluorite crystal struc-
ture. While bands in the neighborhood of the CBM in LiF
comprise ∼68% Li 2s, 24% F 3s, and 7% Li 2p character,
respectively (Fig. 4(a)), the more covalent Li2O has twice as
much Li 2p and virtually no Li 2s character (Fig. 4(b)).

The measured XRS spectrum of Li2O is characterized by
a first main peak at 59.85 eV and a second at 64.56 eV with
minor features at 62.4 and 65.63 eV. Overall, we find excellent
agreement between the experimental and static crystal spectra
(Fig. 5(a)) with all the features of the experiment well repro-
duced. We find a low-lying s-like state at 58.7 eV in the static
crystal, and three p-like states at 60.2 eV that give rise to the
first major transition. While this may be reminiscent of LiF,
note that the nature of the s-like excited state in Li2O differs
significantly from that of LiF: in Li2O, the electron density of
the first Li 1s core-excited state forms a tetragon centered on
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FIG. 4. (a) Unoccupied projected density of states (pDoS) of LiF. We calculated the pDoS using a LiF unit cell and the same pseudopotentials as our XAS
calculations and a 20 × 20 × 20 k-point grid. The location of the conduction band minimum (CBM) is indicated and the relative population of the Lithium s
(red) and p (blue) and the Fluorine s (green) and p (purple) character calculated by numerical integration to the next available band. (b) The unoccupied pDoS
of Li2O from the crystal unit cell.

the excited Li with each leg oriented towards interstitial sites
between triples of coordinating O atoms (Fig. 5(b)).

Our XCH-MD spectrum leads to a spectrum that is
broader and in better agreement with experiment. More im-
portantly, and as was seen in the previous lithium compounds,
at finite temperature the s-like state is significantly distorted
(Figs. 5(b) and 5(e)) with respect to its overlap with the Li
1s electron at the atomic nucleus. However, a pre-edge is not
observable because the average energy of this s-like state is
elevated to 60.2 eV at finite temperature, in the same energy
range of the p-like states (59.7–60.5 eV) (Fig. 6(a)). As a re-
sult, while this nominally dark s-like state becomes bright

at finite temperature, it ultimately contributes mainly to the
first main feature and not a pre-edge feature as in LiF and
Li2SO4. Of course, the excited Li 1s electron couples more
strongly to the empty p-like states than to the distorted s-like
state which only assumes some p-like character due to instan-
taneous distortions at finite temperature. With that in mind,
re-examination of the aforementioned single distribution of
states that give rise to the first major peak in Li2O reveals two
distinct distributions when also sorted by oscillator strength
(Fig. 6(b)): excited states from 59.4 to 59.8 eV low oscilla-
tor strengths (presumably s-like) and excited states from 59.5
to 60.3 eV with two to three times more oscillator strength

FIG. 5. (a) Comparison of the measured XRS spectrum of Li2O (black line) with the XCH calculated spectrum using the static crystal (blue) and the ensemble
averaged spectrum from 298 K AIMD snapshots (red line). The calculated spectra are both in excellent agreement to experiment. (b) and (c) The first and
second electronic excited states of Li2O calculated from the static crystal. The color scheme for the states is the same as in previous figures. Note that the first
excited state is an s-like state with the electron density lying in the interstitial site of the oxygen tetragon formed around each excited Li atom, while the second
excited state is a p-like state. (d) and (e) Representative first and second electronic states of Li2O calculated from snapshots during a 298 K AIMD simulation.
The first electronic state is now a p-like state, while the second excited state is an s-like state around the excited Li atom. Note that the s-like state is distorted
similar to the ionic compounds studied before, but does not give rise to a pre-edge feature in the Li2O XAS but rather merges with the lower lying p-like states
to give the first major peak at 60 eV.
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FIG. 6. (a) Distribution of Li2O excited state energies for each excited Li atom in each of the 10 random AIMD snapshots (960 data points). The excitation
energies of the first s-like excited state (58.7 eV) and the second p-like excited states (60.2 eV) are indicated by the vertical dashed blue lines. At finite
temperature, these static energies split into a single broad distribution that manifests as the first major peak around 60 eV. (b) Two-dimensional distribution of
the Li2O excited state energies, ordered by oscillator strength. We find two overlapping distribution of states: states with low oscillator strength at 59.4–59.8 eV
are presumably the distorted s-like states and states with p-like states with higher oscillator strength from 59.5 to 60.3 eV.

(presumably p-like). This suggests that while most of the dis-
torted s-like states contribute to the first major transition, there
could be a weak pre-edge feature from some of the lower ly-
ing s-like excited states at finite temperature, which could pos-
sibly explain the feature in the experimental XRS spectrum
from 58.7 to 59.2 eV.

D. Lithium nitride

We now turn our attention to lithium nitride (Li3N), a
1.3 eV bandgap,64 layered solid which has hexagonal sym-
metry. This compound is unique in the set considered in this
study in that the lithium in the unit cell are not indistinguish-
able, but rather occupy two symmetry-distinct sites: intrapla-
nar (forming hexagons around each N atom) and interplanar
(connecting N atoms in neighboring planes) (Fig. 7). The ex-
perimental spectrum is characterized by an energy onset of
54.93 eV, a first peak at 55 eV, and a second main peak at 61.8
eV, with several broad features from 56–58 and 66–69 eV.

Our calculated spectrum from the static crystal is in excellent
agreement with experiment: the first and second main peaks
are located at 55.1 and 62.1 eV, respectively. Our XCH spectra
is also in excellent agreement with the much more computa-
tionally expensive BSE calculations.65

One of the advantages of theory is that it can separate
the contributions of different atoms in the system, providing
information that may be impossible to obtain experimentally.
This is particularly suitable for Li3N, where the two types of
lithium have chemical bonding environments, with six and
two nitrogen neighbors for the intraplanar and interplanar
lithium atoms, respectively. Since XAS is very sensitive to the
local chemical bonding geometry, it is reasonable to expect
that each type of lithium atom would make different contribu-
tions to the XAS spectrum. Our calculations indeed confirm
these differences. The first strong peak in the spectrum results
from a transition to p-like states and is three times as intense
for the interplanar as the intraplanar lithium atoms (Fig. 7(b)).
We find that the p-like states of the interplanar lithium atoms

FIG. 7. (a) Comparison of the measured XRS spectrum of Li3N (black) with the XCH calculated spectrum of the static crystal (blue) and the ensemble averaged
spectrum from snapshots during a 298 K AIMD simulation. (b) Comparison of the interplanar (green) and intraplanar (blue) spectrum of Li3N (red). Inset: The
Li3N unit cell displaying hexagonal symmetry. The interplanar and intraplanar Li atoms are indicated.
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FIG. 8. Representative electronic excited states responsible for the first two major features in Li3N for the interplanar (a)–(d) and intraplanar (e)–(h) lithium
atoms in Li3N from the static crystal (a), (b), (e), and (f) and from snapshots of our 298 K AIMD simulation (c), (d), (g), and (h).

are fairly localized about the excited lithium (Figs. 8(a)–8(d)),
while those of the intraplanar lithium atoms delocalized over
the hexagonal rings (Figs. 8(e)–8(h)). Interestingly, the first
excited state of the intraplanar lithium atom is an s-like state
in the static crystal (Fig. 8(e)) that acquires p character due to
instantaneous distortions of the crystal lattice (8g), enhancing
the intensity of the first feature in the MD sampled spectrum.

E. Lithium carbonate

So far we have demonstrated that 
SCF calculations in
the XCH formalism predict XAS in excellent agreement with
high-resolution experiments. One may ask what the practical
limits of this approach are, and whether MD sampling nec-
essarily leads to better spectra in more complex materials.
We begin to answer this by considering lithium carbonate,
a monoclinic crystal (inset of Fig. 9). As shown in Fig. 9,

FIG. 9. Comparison of the measured XRS spectrum of Li2CO3 (black) with
the XCH calculated spectrum of the static crystal (blue) and the ensemble av-
eraged spectrum from snapshots during a 298 K AIMD simulation. The major
features are indicated by vertical dashed lines to guide the eyes. Overall, we
find excellent agreement with the peak position, although some features are
much more prominent in the calculated spectrum than in experiment. Inset.
The Li2CO3 monoclinic unit cell.

the experimental spectrum is characterized by major features
at 61.8 and 67.9 eV. Our XCH spectra are in reasonable agree-
ment with the experiment, with predicted first and second
major peaks at 62.7 eV and 68.3 eV, respectively. Both the
static crystal and the MD sampled spectra predict a signif-
icant feature at 59.1 eV, however, that cannot be resolved in
the experiment. Neglecting possible errors in the experimental
measurements due to beam damage or sample contamination
(possibly due to the presence of water66), the disagreement
between experiment and theory could arise from quadrupole
contributions, although they should be quite small in the ex-
perimental measurements. A previous study of Li2CO3 using
the Bethe-Salpeter approach13 showed that the intensity of
this pre-edge feature changes dramatically within momentum
transfer magnitude q. We are currently working on extending
our approach to include quadrupole contributions. We would
expect that our calculations are well converged with respect
to supercell size. While calculations with larger supercells
could potentially modify the absorption edge, we note that the
2 × 3 × 3 supercell used in our calculation already con-
tains 432 atoms, and is the largest supercell considered in this
study. Thus, calculations with larger supercells, while feasi-
ble, are not practicable within the MD sampling scheme.

IV. CONCLUSIONS

The XRS spectra of lithium compounds are diverse, due
to their wide range of Li bonding, coordination, and crystal
symmetries. In this study, we applied 
SCF calculations in
the XCH to calculate the X-ray absorption spectra of lithium
fluoride, sulfate, oxide, nitride, and carbonate and compared
these simulated spectra to high resolution X-ray Raman mea-
surements. Our approach produces spectra in very good to ex-
cellent agreement with high-resolution XRS measurements.
An often ignored, but important, consideration in these cal-
culations is the role of temperature in modifying the energy
levels and character of the excited states. We have demon-
strated over a class of compounds that atomic distortions can
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lead to non-centrosymmetric excited states that overlap sig-
nificantly with the lithium 1s core electron wave function,
and, in the more ionic lithium compounds, produce pre-edge,
weakly allowed transitions which would be dipole forbidden
in the static crystal. In addition to validating the predictive
power of theoretical X-ray calculations, these results provide
an accurate and efficient benchmark study for identification
and characterization of Li compounds and their temperature
dependent dynamical properties. This newly developed abil-
ity will be of crucial importance when interpreting spectra re-
sulting from complex reactions, which typically lead to mix-
tures of compounds, and form newly formed compounds in
extreme conditions, such as under electrochemical potentials
or high pressures. One can more readily envisage using X-
ray absorption/Raman spectroscopy for the study of techno-
logically relevant processes, in batteries or hydrogen storage
devices, under working conditions. This study also opens the
door to the possibility of studying dynamic, time dependent
phenomena, such as ion conduction, in materials using X-ray
absorption/Raman spectroscopy.
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